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Abstract. Currently, the development of technology is increase rapidly. One of the issues that appear with advance 

technology is data volume in the world has increase too. With the large data volumes that exist in the world it can be 

used to some purpose in many fields. Entertainment is one of the fields that have many interests from user in this world. 

Spotify is the example of entertainment apps that provided by Google Play Store to give online music streams to their 
users. Because that apps are provided by Google Play Store, many reviews of the user about the apps it can be classified 

to know the positive, negative, or neutral. One way to classified the review of user is make sentiment analysis. In this 

paper, to classify the review we use naïve Bayes classifier and k-nearest neighbors that will be compared with adding 

Information gain as feature selection and adaptive boosting as boosting algorithm of each classification algorithm that 
we used. The result of classification using naïve Bayes classifier with adding Information gain and adaptive boosting 

is 87.28% and k-nearest neighbor with adding information gain and adaptive boosting can perform accuracy of 80.35%. 

Purpose: Knowing the result each of accuracy from the naïve Bayes classifier and k-nearest neighbor algorithm with 

adding information gain and adaptive boosting that we used and know how to doing the sentiment analysis step by step 
with the methods that chosen in this study. 

Methods/Study design/approach: This study applied data preprocessing, lexicon based labelling with TextBlob, 

Normalization, Word Vectorization using TF-IDF, and classification with naïve Bayes classifier and k-nearest 

neighbor, information gain as feature selection, and adaptive boosting as boosting algorithm to boost the accuracy of 
classification result. 

Result/Findings: The accuracy of naïve Bayes classifier with adding information gain and adaptive boosting is 87.28%. 

Meanwhile, by k-nearest neighbor with adding information gain and adaptive boosting reach the accuracy of 80.35%. 

This result obtained by using 60.000 dataset with data splitting 80% as data training and 20% as data testing. 
Novelty/Originality/Value: Implementing information gain as feature selection and adaptive boosting as boosting 

algorithm to naïve Bayes classifier is prove that it can be increase the accuracy of classification, but not same when 

implementing in k-nearest neighbor. So, for the future research can applied another classification algorithm or feature 

selection to get better result.  
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INTRODUCTION 
The development of technology and information in Indonesia from time to time continues which has a role 

and benefits for society in all aspects of life such as in the economic, educational, health, cultural, and other 

aspects of life. The development of technology and information making the high volume of data in the 

world increase too. However, increasing data that produced it can’t to be comparable with the benefits and 

uses that can be used for various interests. Basically, the data collected from around that provide by the 

technology contains a lot of information that is can be used to determine opportunity and goals for some 

company, making decisions, and etc [1]. 

 

With all benefit from data that can help company, group, or individuals to achieve their goals, there is one 

method that can be used to properly process this data. Data mining is one useful new way in assisting an 

agency or company in finding important information and can be utilized for the benefit of the company [2]. 

Data mining is one of the best methods to processed data with big volume and fast. In data mining process, 
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the processed data will be stored electronically and will be processed by a computer automatically using 

several techniques or certain method [3].  

 

The development of technology and information prove that there are many activities at this time are 

supported by using digital technology. Technology really has an impact on several fields of work, one of 

them is the application in the entertainment. There are many types entertainment that can be accessed by 

the public available on a device technology such as music, video, images, etc. One of type entertainment 

which is much in demand by the society is music. Music is one of entertainment media that can express the 

feelings of its listeners through composition sound and singing produced [4]. One of the music platform 

that provide music in digital technology or streams for the user is Spotify [5]. Spotify is a music streams 

app that provides millions of songs, albums and originals podcast with a free service and a choice of paid 

services for para the user. Now, Spotify is available in Google Play Store platform with total 1 million 

downloads from around the world. With availability Spotify in Google Play Store, is possible to all user 

access and give some review about bad or good the apps when they using it. Many review that user give to 

the apps can be identify with one method that called sentiment analysis.  

 

Sentiment analysis is a way to understand, process, and extract data in the form of text that aims to get 

sentiment information contained in a text or sentence [6]. Sentiment analysis can classify a sentence or 

represented by an opinion can be determine by positive or negative class [7]. So with sentiment analysis it 

can be help some people know about the apps is good or maybe bad to used. To doing classification for 

sentiment analysis can be classified by using classification algorithm.  

 

In this study, naïve Bayes classifier and k-nearest neighbor is chosen for classify the sentiment analysis of 

Spotify app review. naïve Bayes classifier will be used in this study because the strength when classifying 

text has processing speed especially if you use a lot of data [8]. Meanwhile, k-nearest neighbor is chosen 

because it can classify the data from near distance of the data neighbor [9]. And then to make a better result, 

in this study using information gain for feature selection to choose top feature when classification processes 

and adaptive boosting as boosting algorithm for increase the result of the classification. Based on the 

description above, this study will focus on classification using naïve Bayes classifier and k-nearest neighbor 

algorithm with information gain and adaptive boosting for sentiment analysis of Spotify app review. 

 

METHODS 

This study focuses on comparing the accuracy of the naïve Bayes classifier and k-nearest neighbor 

classification algorithms for classification sentiment analysis. This accuracy comparison is accompanied 

by focusing on result of classification with classification algorithm, feature selection, and boosting 

algorithm. The process starts from input dataset, data preprocessing, labelling data, normalization, word 

vectorization with TF-IDF, feature selection, and classification using naïve Bayes classifier and k-nearest 

neighbor. The process stages can be seen in Figure 1.  

 

 
Figure 1. Flowchart of research processes 
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Dataset 

In this study, dataset can be found in Kaggle website. This dataset is the result of web scrapping on Google 

Play Store about Spotify app reviews. For importance research this dataset can be downloaded via link 

https://www.kaggle.com/datasets/mfaaris/spotify-app-reviews-2022. This dataset has a total 60.000 data 

with three attributes. The sample of dataset can be seen in Table 1.  

Table 1. Sample of dataset Spotify app review 

time_submitted review rating 

7/9/2022 15:00 
Great music service, the audio is high quality and the app is easy 

to use. Also very quick and friendly support. 
5 

7/9/2022 14:21 
Please ignore previous negative rating. This app is super great. I 

give it five stars+ 
5 

7/9/2022 13:27 
This pop-up "Get the best Spotify experience on Android 12" is 

too annoying. Please let's get rid of this. 
4 

 

Data preprocessing 

Data preprocessing is stage that able to change data from unstructured to structured data [10]. This stage is 

the first stage of sentiment analysis classification. The purpose of this processes is managing the data, so it 

can be used for the next step. Data preprocessing consists of the following stages that can be explain below. 

1. Case folding is first stage in data preprocessing that have purpose to equalizing or uniform all 

character by changing all the letters contained in a sentence to lowercase. 

2. Cleansing is a second stage stage that is carried out with the aim of cleaning words or sentences 

that still contain noise. Words that contain noise and are removed in this process are words that 

have emoticons, hashtags, usernames, links, numbers, and several other characters [6].  

3. Tokenization is next stage that carried out with the aim of cutting the strings in a sentence into a 

sequence of tokens that arrange the sentence [11].  

4. Stopword removal is stage that have purpose to remove a word contained in a sentence [12].  This 

stage it can also be known as a collection of word lists that may not have a affect in carrying out 

a classification, for example words with affixes such as "with", "is", "that", etc [13].  

 

Lexicon based labelling with TextBlob 

Lexicon based is a method that can be used to classify a sentence that includes sentences with positive, 

negative, or neutral sentiment. Lexicon based labelling method is usually applied to research study that 

using machine learning algorithms in carrying out an analysis or classification [14]. One of implementation 

library using lexicon based is TextBlob. TextBlob is one of the libraries on lexicon based which used to 

provide labeling of a text automatically in a work related to text analysis. TextBlob performs automatic 

labelling based on the polarity or score of a data processed. TextBlob assesses the polarity of a data with a 

range of -1 to 1 [15]. The sentences that have polarity in range -1 till 0 is classified in negative class. 

Meanwhile, the sentences that has polarity in range 0 till 1 is classified in positive class.  

 

Normalization 

Normalization is a step that can be used to balance data to be processed to the next stage in order to get 

more balanced results. The purpose of the normalization stage is to produce balanced data based on 

comparative values between the before and after data and to form data with the same range. The 

normalization stage carried out in this study was to select data from the previous stage, in which case the 

labeling process obtained data output with three class categories, there are positive, neutral and negative. 

Based on the description before, to balance the data to be used in this study, there are data with positive and 

negative classes categories, it is necessary to carry out the normalization stage. 

 

Split validation 

Split validation is the next stage after conducting some processes by dividing the data into two, there are 

training data and testing data. In this study, the training data will be used to adjust the model in the analysis. 

And then, for testing data will be used as data to make predictions. In this study, comparation data that will 

be used is 80% for training data and 20% for testing data. 

 

Word vectorization with TF-IDF 

Word vectorization chosen in this study for determine the frequency value of a word in a document. In this 

process, the TF-IDF method is used to determine the relationship between words or terms and documents 

https://www.kaggle.com/datasets/mfaaris/spotify-app-reviews-2022
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by determining the weight of each word [16]. TF-IDF is chosen to estimate how representative a word in a 

document when compared to other words. At this stage the data which was originally in the form of text 

will be converted into a vector which then the vectorized data using TF-IDF will be used for the analysis 

or classification stage. 

 

Feature selection with information gain 

The feature selection is the stage to chosen and produce a more optimal result. In doing so, we need a 

technique that is used to sort the attributes from the highest to the lowest, namely by using the information 

gain technique. The feature selection process is carried out by preparing the TF-IDF data that has been 

obtained from the previous process, then the next thing to do is to calculate the total entropy value in the 

dataset, after that, the next step is to calculate the entropy of each feature in the dataset, and the last thing 

is reduce the total entropy value with the feature entropy. After the overall results are obtained, the results 

will be sorted from the largest to the smallest feature [17]. 

 

Classification  

This stage is the stage for classifying the data that has been obtained in the previous stage. At this stage 

classification will also be carried out using the naïve Bayes classifier algorithm with information gain as 

feature selection and adaptive boosting as boosting algorithm and using the k-nearest neighbor algorithm 

with information gain as feature selection and adaptive boosting as boosting algorithm.  

 

To classify the data in this study, each of method is have same step until get the accuracy. There are first 

step to classify is calculate the classification using classification algorithm. And then adding information 

gain as feature selection in each of classification algorithm. When adding information gain, can be define 

or determine k value to choose how many best features that will be used in classification with classification 

algorithm. Last, after got the accuracy of combination each classification algorithm and feature selection 

can be adding adaptive boosting as boosting algorithm for improve the accuracy from the previous accuracy 

obtained. To implement adaptive boosting, must be determine the estimators and learning rate to got the 

new accuracy for each combination methods. 

 

The differs from the steps that have been carried out is when calculate using classification algorithm itself. 

When classify using naïve Bayes classifier the processes to get accuracy is by calculate the probability 

value [18]. Then, classify using k-nearest neighbor the processes is determine k value first and then 

accuracy will be obtained when calculate the closest neighbors appropriate with limitation of k value that 

determined before [9]. The stage of classification using naïve Bayes classifier with adding information gain 

and adaptive boosting can be seen in Figure 2. 

 

 

Figure 2. Classification of naïve Bayes classifier with adding IG and AB 
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And then, the stage of classification using k-nearest neighbor with adding information gain and adaptive 

boosting can be seen in Figure 3. 

 

 

Figure 3. Classification of k-nearest neighbor with adding IG and AB 

RESULT AND DISCUSSION 

This study applies naïve Bayes classifier and k-nearest neighbor with adding information gain as feature 

selection and adaptive boosting as boosting algorithm. First processes to classify sentiment analysis of 

Spotify app review is data preprocessing. In data preprocessing, some steps is implemented in this study 

there are case folding, cleansing, tokenization, and stopword removal. The result of data preprocessing can 

be seen in Table 2.  

Table 2. Result of data preprocessing 

review case folding cleansing 
tokenization and 

stopword removal 

data after 

preprocessing 

The music I've liked 

over my lifetime all 

in one place! Great 

App!!! 

the music i've 

liked over my 

lifetime all in one 

place! great app!!! 

the music ive 

liked over my 

lifetime all in one 

place great app 

['music', 'ive', 'liked', 

'lifetime', 'one', 

'place', 'great', 'app'] 

music ive liked 

lifetime one 

place great app 

Great device 

brilliant acsess to 

the music I like 

great device 

brilliant acsess to 

the music i like 

great device 

rilliant acsess to 

the music i like 

['great', 'device', 

'rilliant', 'acsess', 

'music', 'like'] 

great device 

rilliant acsess 

music like 

awesome app, love 

the podcasts! 

awesome app, 

love the podcasts! 

awesome app love 

the podcasts 

['awesome', 'app', 

'love', 'podcasts'] 

awesome app 

love podcasts 

  

After get new data from preprocessing, the next process is to give label each of data that we have. In this 

study, labelling data using TextBlob that scoring or categorize sentiment each of data by polarity. The data 

that having polarity > 0 will give negative label, polarity = 0 will give neutral label, and then polarity > 0 

will give positive label. The result of labelling with TextBlob can be seen in Table 3. 

 

Table 3. Labelling data with TextBlob 
review polarity sentiment 

love definitely to recommend getting premium 

version but user friendly good way find new 

releases favorite artists 

0.368560606 Positive 

like best app music but dont like ads 0 Neutral  

adds row premium really expensive -1 Negative  
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Table 3 show every data that use in this study have each sentiment after labelling process using TextBlob. 

Next processes after labelling is normalizing data that selected two class of sentiment data, there are 

sentiment with class positive and negative. The objective of normalizing data is to balance data that will 

used in next processes. After that, the dataset will be divided for data training and data testing. The 

proportion of data training is 80% or 40.000 data and for data testing is 20% or 10.000 data.  

 

From split validation that divide data for the classification, next processes is word vectorization using TF-

IDF to calculate the term of document that we have in this study. In this processes data that is originally 

formed text will be change in vector for used in classification processes. The result of the accuracy using 

naïve Bayes classifier and k-nearest neighbor without any adding another method can be seen in Table 4. 

 

Table 4. Accuracy classification with classification algorithm 
algorithm accuracy 

naïve Bayes classifier 86.42% 

k-nearest neighbor 84.24% 

 

Then, to get better result can be implement information gain as feature selection in each of classification 

algorithm that will be used in this study. Usually for doing these processes, determine k value is must to 

choose the best feature on dataset that used for classification. In this study, k value for feature selection is 

400 that means only 400 best feature of information gain result that will be used in classification processes. 

The accuracy of each classification algorithm with adding information gain as feature selection can be seen 

in Table 5. 

 

Table 5. Accuracy classification with adding information gain 
algorithm accuracy 

naïve Bayes classifier + information gain 84.44% 

k-nearest neighbor + information gain 82.42% 

 

From Table 5 know that the accuracy of each classification algorithm with adding feature selection in 

decreased. It can be happened because information gain only selects features that are considered important 

for classification and remove features that are considered unimportant. The removal of these features is 

considered to cause a decrease in accuracy [19]. So, to improve the accuracy of this classification, adaptive 

boosting as boosting algorithm is chosen for method addition to predict accuracy. The result of accuracy 

after adding adaptive boosting as boosting algorithm can be seen in Table 6. 

 

Table 6. Accuracy classification with adding information gain and adaptive boosting 
algorithm learning rate estimator accuracy 

naïve Bayes classifier + information gain + 

adaptive boosting 

0.5 700 87.28% 

k-nearest neighbor + information gain + 

adaptive boosting 

0.7 800 80.35% 

 

Based on the accuracy that obtained from each algorithm. Both combination algorithms produce novelty if 

compared with previous study. The combination of naïve Bayes classifier with information gain and 

adaptive boosting can be produce higher accuracy then previous study with same topic and object. Then, 

combination of k-nearest neighbor with information gain and adaptive boosting contribute novelty because 

there isn’t any study with same topic and same object using this method that proposed in this study before. 

The comparison of this study with previous study can be seen in Table 7. 

 

Table 7. Comparison with previous study 
writer algorithm accuracy 

Rahayu and Fauzi (2022) naïve Bayes classifier 86.4% 

Support Vector Machine 84% 

Daffa Rhajendra and 

Trianasari (2021) 

naïve Bayes classifier 74.85% 

Proposed method (2023) naïve Bayes classifier + information gain + adaptive 

boosting 

87.28% 

 k-nearest neighbor + information gain + adaptive boosting 80.35% 
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The advantage of this study is showing that adding information gain and Adaptive boosting in classification 

algorithm to improve the accuracy of classification is proven by implementing the combination algorithm 

in naïve Bayes classifier. Improvement of this combination can be happened because the prediction of 

adaptive boosting in previous data classification is good then the accuracy can be increased. 

 

Then, the disadvantage of this study can be seen in decreasing of accuracy when adding information gain 

in each of classification algorithm because the character of information gain that only selected the best 

feature and then remove the feature that considered not important when classifying. And then, decreasing 

accuracy when adding adaptive boosting in k-nearest neighbor and information gain is happen because the 

as know that characteristic of adaptive boosting that making the prediction by data from previous 

classification and this algorithm is sensitive with data noise.  

 

CONCLUSION 

Classification for sentiment analysis of Spotify app reviews using naïve Bayes classifier and k-nearest 

neighbor with the adding information gain as feature selection and adaptive boosting as boosting algorithms 

which are proven to produce good accuracy. With dataset that used in this study, combination of naïve 

Bayes classifier with information gain when k = 400 and adaptive boosting when estimator = 700 and 

learning rate = 0.5 can be produce best accuracy, there is 87.28%. Then, combination of k-nearest neighbor 

with information gain when k = 400 and adaptive boosting when estimator = 800 and learning rate = 0.7 

can be produce the accuracy 80.35%. From the accuracy that obtain in this study, can be known that naïve 

Bayes classifier is get the better result than k-nearest neighbor. For the future research, can using same 

dataset with trying another combination of method such a classification algorithm, feature selection, and 

boosting algorithm.  
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