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Abstract. 

Purpose: This study has the purpose of classifying patients with chronic kidney disease based on specific features and 

improving the classification models by tuning hyperparameters. This study aims to detect chronic kidney disease at an 

early stage. 

Method: In this study, a machine learning classifier in the form of a decision tree was used to classify chronic kidney 
disease on the Risk Factor Prediction of Chronic Kidney Disease dataset. After that, the performance of the classifier 

model was improved by using feature selection, namely Recursive Feature Elimination and Hyperparameter tuning 

with GridSearchCV. 

Result: After tests were conducted 3 times namely testing with Decision Tree, Recursive Feature Elimination, and 
Hyperparameter tuning GridSearchCV which was the proposed method, then compared to other tests. The results from 

this study showed that using that method can improve the Decision Tree classifier in classifying chronic kidney disease 

patients. 

Novelty: The dataset used in this study was from the UCI machine learning repository namely Risk Factor Prediction 
of Chronic Kidney Disease that have 202 instances and 28 features and after being processed and conducting the test, 

Recursive Feature Elimination and Hyperparameter tuning GridSearchCV can improve the Decision Tree classifier in 

classifying chronic kidney disease. 
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INTRODUCTION 
Chronic kidney disease is a disease that should not be taken lightly. According to [1] When a patient has 

kidney function that has worsened from the condition of normal kidney function in general, this condition 

is called chronic kidney disease. This is motivated by the fact that according to [2] the kidneys have a very 

important and main function namely, to filter excess water and waste from the blood and then dispose of 

them through the process of forming urine if this kidney function does not work well, as in patients with 

chronic kidney disease, the waste will accumulate in the body. Furthermore, [2] explained that because this 

disease has been damaged over a long time and gradually, this disease is categorized as a chronic disease.  

 

According to [2], [3] this chronic kidney disease has no symptoms and cannot be diagnosed until the 

kidneys are severely damaged and cannot be repaired. Several ways can be done to check the condition of 

chronic kidney disease as mentioned in [2], [4], [5], namely through 3 diagnostic tests in the laboratory 

carried out by a doctor, including a blood test to determine eGFR (Estimated Glomerular Filtration Rate) 

in the blood, urine tests to check the Albumin-Creatinine ratio, and blood pressure tests. Apart from that, 

[3], [5] stated that chronic kidney disease does not require costs small, and these costs apply to patients, 

health services, and the government. Therefore, [3] said that early detection and prevention are very 

important to prevent chronic kidney disease from reaching the final stage. To do this, the role of data mining 

is needed because data mining techniques have been widely used to determine new and understandable 

patterns that are used to build classification templates [4]. Data mining can be used to mine data on datasets 

that have very large data, but if the data is small, machine learning is needed to do this [2]. 
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The classification method that was used in this study is one of the methods found in machine learning 

models. Decision trees are a very well-known nonparametric type of supervised learning method and can 

be used to carry out classification [1], [6]. A decision tree is a classification that utilizes a pattern of the tree 

to decide, it has three main parts, namely root, branches, nodes, and leaves, one type of decision tree is 

CART, which utilizes the Gini index to create a binary tree and is highly applicable [7]. This method is 

used because [1] explains that machine learning is often used to translate available data and then process it 

into useful knowledge, carry out analyses related to various diseases, and diagnose disorders that patients 

have. Previous Research that used machine learning classifiers related to this disease was carried out by [3] 

which diagnosed chronic kidney disease in patients using a deep neural network based on a multi-layer 

perceptron classifier and the performance results were compared with machine learning methods such as 

Random Forest, Decision Trees, SVM, and Logistic Regression. The result of that research is that Artificial 

Neural networks have better performance than the machine learning method used as a comparison in that 

research. In addition, research by [8] also used machine learning algorithms to predict and calculate risk 

factors for chronic kidney disease. The results of the research found that random forest has the highest 

accuracy compared to other algorithms and the most significant risk factor for chronic kidney disease is 

hemoglobin while hypertension has a less significant risk factor for chronic kidney disease. 

 

In this study, Machine learning classifiers are not enough. Because of that, a feature selection method is 

needed to select important features, such as recursive feature elimination. This method can be used to select 

relevant features by repeatedly eliminating irrelevant features [6]. This method utilizes a trained model and 

the accuracy of the classification to select relevant features, categorized as a wrapper method because it 

uses a supervised method and is repetitively wrapped to eliminate the irrelevant features based on the 

features dataset [9]. Previous Research using this method was conducted by [4], where important features 

were selected using the recursive feature elimination (RFE) method and Chronic Kidney Disease UCI 

Machine learning Repository dataset, and then after that, the selected features were tested using classifiers 

to diagnose chronic kidney diseases such as SVM, KNN, and decision tree. The results of that research 

show that the classifier used to diagnose Chronic Kidney Disease has good performance as seen from the 

values produced by Evaluation Metrics when evaluating the performance of each classifier. When 

compared to the approach methods in previous studies, the method proposed in this study also has 

convincing performance. In this study, this feature selection method is included in the wrapper method, 

which uses a classification algorithm to select relevant features and can produce better accuracy than other 

methods [6], [10]. Besides that, [2] predicted chronic kidney disease using three different feature selection 

methods, namely the Wrapper Method, Embedded Method (LASSO Regression), and Filter Method (CFS 

(Correlation-based Feature Selection). This method was also used by [1] combined with a deep neural 

network, and the results are compared with other machine learning classifiers. 

 

Utilizing hyperparameter tuning can also be used to improve the performance of the classifier model. 

Hyperparameters are sets of parameters used to describe the design and architecture of the model used, the 

method used to improve the accuracy of the model is called hyperparameter tuning.  Finding the optimal 

model design requires finding the best hyperparameters [11]. There are several hyperparameter tuning 

methods such as random search which was used in the research by [12] which shows research related to 

chronic kidney disease that uses several machine learning classifiers. In addition, other hyperparameter 

tuning methods such as grid search were conducted by [13] who made predictions for chronic kidney 

disease using machine learning specifically for small and imbalanced datasets. Grid Search CV can be used 

to find optimal values of model hyperparameters because choosing the best hyperparameters will have a 

huge impact on model performance [14]. Grid Search CV combines grid search with cross-validation to 

reduce overfitting problems in the model to produce unbiased performance estimates [13], [15]. This Grid 

Search will be able to produce relatively optimal results because it carries out experiments on all 

combinations of predetermined hyperparameter sets so that it is more detailed and suitable for selecting 

combinations of small hyperparameter values and sets [16]. 

 

The performance of the classifier model can be calculated with the use of performance metrics such as 

accuracy, precision, recall, and f1-score, which can be used to help evaluate the classifier model [17]. The 

research mentioned previously commonly used performance metrics to evaluate their respective research. 

Calculation of correctly classified samples (TP and TN) as well as incorrectly classified samples (FP and 

FN) will produce this value [4]. True Positive means the sample is correctly predicted as a positive class, 

true negative means the sample is correctly predicted as a negative class, false positive means the sample 

is incorrectly predicted as a positive class, and false negative means the sample is incorrectly predicted as 
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a negative class [18]. Performance metrics are used to evaluate the method used to ensure that the model 

used matches the dataset and has good performance when tested on unseen data [19], [6]. 

 

This research uses a machine learning algorithm with a supervised learning type, namely a decision tree 

which is used to classify chronic kidney disease. Furthermore, this research also uses a feature selection 

method to select important and relevant features, namely by using a recursive feature elimination method. 

In this study, the researcher improved the performance of the classifier model by hyperparameter tuning 

the decision tree parameters. After testing the performance of the classifier, an evaluation will be conducted 

with performance metrics such as accuracy, precision, recall, and f1-score. 

 

METHODS 

The research procedure for this study consisted of data pre-processing and feature selection using RFE, 

then hyperparameter tuning was performed, and further classification was performed with a decision tree 

classifier.  After that, performance evaluation was performed using performance evaluation metrics. The 

results of the proposed method test will be compared with two other tests through the results of the 

performance evaluation metrics from each test. This test was performed by using Visual Studio Code with 

the Python programming language. The dataset used for this study was a dataset from the University of 

California, Irvine Machine Learning Repository, which is available on the UCI website. The dataset 

employed was Risk Factor Prediction of Chronic Kidney Disease which has 28 features with one target 

class, namely ckd, and notckd. This dataset was collected from Enam Medical College, Savar, Dhaka, 

Bangladesh which was patient data in Bangladesh. This dataset has a total of 202 instances which is the 

number of chronic kidney disease patients. 

 
Figure 1. Proposed model 

Data preprocessing 

The dataset used in this study required data splitting to ensure that the model performs training from a 

portion of the data that has been set and then evaluation will be carried out using unseen data to assess the 

generalization performance of the model [18]. This data split works by dividing the dataset used in this 

study into training data and testing data in the form of percentages for each training data and testing data. 

 

Cleaning the dataset is required, particularly from data that can affect the performance of the classifier. In 

this study, data cleaning was performed on the dataset by deleting missing values and duplicating data 

because when the dataset is entered into the software for data processing there are NaN values that are 

included and counted as missing values or undefined values. Therefore, action needs to be taken. In this 

study, the action taken to handle the NaN values was to delete them because the values are not relevant to 

the data in the dataset. In addition, for duplicate data in this dataset, deletion was conducted related to the 

data for good quality dataset. 

 

Since most machine learning algorithms only accept numeric values as input, values other than numerical 

must be encoded to become numerical values to be processed further [1]. In the dataset used in this study, 

there are categorical features. Therefore, categorical features will be encoded into numerical data using the 
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One-Hot Encoder. For the target variable class, encoding into numerical values will also be performed using 

the label encoder because the target class is categorical data. The selection feature is needed to select 

important features that have a strong correlation with the label and remove irrelevant features that can affect 

the performance of the classifier model [4]. This study conducted the recursive feature elimination selection 

feature to perform this task. This method is included in the wrapper method, where this wrapper method 

can remove redundant features and is suitable for non-linear classifiers such as decision trees. The dataset 

used in this study has 27 features, recursive feature elimination will process the 27 features until the 

remaining important and relevant features are selected. 

 

This method has two configuration options provided, the first RFE determines the number of features 

selected, and the second RFE determines the machine learning algorithm that selects the features [20]. The 

first configuration works by finding a subset of features by considering all features contained in the training 

dataset and will remove features until the predetermined features are reached, while the second 

configuration works by using machine learning algorithms and ranking features based on their importance 

where the way it works is removing features that are not important and then repeating the process of fitting 

the model, and this entire process will repeat until the remaining number of predetermined features is 

achieved [20]. In this study, the second configuration is conducted to select relevant features. 

 

Best hyperparameters in the classifier are carried out to improve the performance of the classifier model. 

In this study, a grid search will be conducted to search for the best hyperparameters, and cross-validation 

will be used to validate by evaluating the performance of the hyperparameters to validate that the 

hyperparameters selected are the best. Determining the selected hyperparameters can reduce overfitting by 

using hyperparameters with stopping criteria. This technique simply works by evaluating using cross-

validation on each combination of hyperparameters that have been previously determined by the researcher 

and then checking each combination until the best combination is found. Before conducting experiments 

on each hyperparameter combination, a parameter grid containing the range of values of each 

hyperparameter will be determined first because there are hyperparameters that can have unlimited values 

[21]. Determination of the range is required because the wider the range and the smaller the interval will 

make it easier to find the optimal solution, namely the best hyperparameter combination [16]. This method 

aims to find the best hyperparameters from the parameters included in the decision tree model, namely 

criterion, max_depth, min_samples_split, and min_samples_leaf. Some of which previously mentioned are 

stopping criteria that can reduce overfitting on the data. Hyperparameters besides the criterion are in the 

form of values, but for criterion is the choice between Gini, entropy, and information gain that determined 

internal node split criteria. 

 

Data classification 

The algorithm used for classification in this study was a decision tree. A decision tree is a supervised 

learning method that is nonparametric and has two types of nodes, namely decision nodes and leaf nodes 

[1]. The way this decision tree works is by comparing the features in the root node with the feature records 

in the actual dataset, then based on the results of the comparison, it will determine the decision to move to 

the next node and then continue by comparing the features in the second node with the features in the sub 

node and continue until reaching the leaf node [4]. The result of the decision tree is leaf nodes [1]. The 

decision tree in this study is a CART (Classification and Regression Tree) type, where this type will produce 

a binary tree where each internal node has only two branches and the internal node split criteria use the 

Gini criterion [22], [23] . This CART can be used for target variables with discrete and continuous types, 

can be pruned, handle categorical and numerical values, and can handle outliers in the data. Because of 

that, CART has many advantages [22] - [24]. [25]. [23]  

 

This study is a study conducted to classify chronic kidney disease patients. The procedure of this study 

consists of data preprocessing, feature selection using RFE, and then using a classifier, namely a decision 

tree that has been hyperparameter tuned with grid search and validated using cross-validation to find the 

best combination of hyperparameters furthermore classification, and prediction are carried out and the 

performance of the classifier is evaluated using performance metrics such as accuracy, precision, recall, f1-

score. The diagram of the proposed research method in this study can be seen in Figure 1. 

 

Evaluation 

In this study, evaluating the performance of the Machine Learning Classifier can be done by using 

performance metrics such as accuracy, precision, recall, and F1-score. The calculation of the confusion 
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matrix values must first be carried out to get performance metrics values. The confusion matrix is True 

Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN). In addition, because in 

this study, the test will be carried out three times, a performance evaluation will be conducted for each test 

to be able to compare the performance of the proposed method with other tests. Thus, the performance 

results of the proposed method can be known. 

 

RESULTS AND DISCUSSIONS 

Data preprocessing  

In this study, splitting the data was done by dividing the dataset into two parts, namely training data and 

testing data. Data splitting of training data and testing data was divided into 80% as training data and 20% 

as testing data. This was obtained through observations of different ratios, and 80:20 is the correct ratio. 

 

Table 1 shows the results of data splitting, one of which is training data. The training data produced was 

161 instances because initially there were 202 instances, then one feature was deleted, namely affected, and 

because of that, the feature was reduced to 27. Furthermore, the data was split 80% for training data, and 

the training data obtained was 161 instances. After that, data splitting was not only split into training data 

but also testing data. Samples of testing data produced through data splitting can be seen in Table 2. The 

testing data obtained was 41 instances. This data was obtained through the initial data split, the same as in 

the training data, namely after deleting the affected feature, and because the ratio of this testing data was 

20%. In the dataset used in the study, in addition to duplicate data, there were also missing values in the 

form of NaN values. Many methods can be used to handle these missing values, such as using the mean, 

median, and mode methods where these methods are used according to the data type of the missing values. 

In addition, there is also another method that can be used, namely by using the dropna() function method 

found in one of the Python libraries, namely pandas. This method is specifically designed to delete missing 

values contained in a dataset. Utilizing this method, the NaN data can be deleted from the dataset. Before 

the deletion of missing values, there were 202 instances, then after the deletion of missing values became 

160 instances. Table 3 shows the data after the deletion of missing values. After handling the missing 

values, the rows that had NaN data were no longer visible. 

 

Table 1. Data training sample 

 

Table 2. Data testing sample 

 

Table 2. Data sample after handling missing values 

Index Bp 

(Diastolic) 

Bp 

Limit 

sg Al rbc su pc pcc ba 

0 discrete discrete discrete discrete discrete discrete discrete discrete discrete 

1 1 1 ≥ 1.023 <0 0 <0 0 0 0 

2 0 0 ≥ 1.023 <0 0 <0 0 0 0 

3 0 0 ≥ 1.023 <0 0 <0 0 0 0 

4 0 0 1.009-1.011 <0 0 <0 0 0 0 

5 1 2 1.019-1.021 <0 0 <0 0 0 0 

 

 Bp 

(Diastolic) 

Bp 

Limit 

Sg Al … ane grf stage age 

0 discrete discrete discrete discrete … discrete discrete discrete discrete 

1 NaN NaN NaN NaN … NaN NaN class NaN 

2 1 1 ≥ 1.023 < 0 … 0 51.7832–76.949 s2 ≥ 74 

3 0 0 ≥ 1.023 < 0 … 0 152.446177.612 s1 35 - 43 

4 0 0 ≥ 1.023 < 0 … 0 102.115127.281 s1 27 - 35 

… … … … … … … … … … 

160 1 1 ≥ 1.023 < 0 … 0 51.7832–76.949 s2 51 - 59 

 Bp 

(Diastolic) 

Bp 

Limit 

Sg Al … ane grf stage age 

0 1 2 ≥ 1.023 01-01 … 1 51.7832 – 76.949 s2 51- 59 

1 0 0 1.015-1.017 02-02 … 0 76.949 – 102.115 s2 20-27 

2 0 0 ≥ 1.023 < 0 … 0 177.612– 202.778 s1 27-35 

3 0 0 1.009-1.011 01-01 … 0 <2 6.6175 s4 66-74 

4 1 1 1.019-1.021 02-02 … 0 < 26.6175 s5 66-74 

… … … … … … … … … … 

40 1 1 1.019-1.021 < 0 … 0 51.7832 – 76.949 s2 51-59 
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In addition to deleting NaN values in the dataset, deletion of unused and recurring data that exist, such as 

“discrete” instances, was carried out in this study. The method used to delete these instances was by using 

the drop() function method found in one of the Python libraries, namely pandas, which is almost the same 

as dropna() but this function can delete the desired rows or columns in the data frame, including deleting 

one of the features in the dataset that has similarities with the target variable “class” namely the "affected" 

feature. There were rows with discrete instances that need to be deleted to improve the quality of the dataset. 

Table 4 shows the data after the deletion of duplicate data. By deleting the duplicate data, the instances in 

the dataset had now changed to 159 instances from the previous 160 instances. After deleting duplicate 

data, the current dataset had been free from missing values and duplicate data. 

 

This dataset has features with categorical and numerical data types. Features with categorical types are then 

encoded so that further processing can be conducted. These features must be encoded into numeric data 

because there is a string in the data that causes the machine learning algorithm to be unable to process this 

dataset, so it is necessary to encode it into numeric data. The method used in this study to encode categorical 

data into numeric data was by using One Hot Encoding. This method can convert data that has a categorical 

data type into a binary vector where it is given a value of 1 if it is included in the appropriate category, and 

if it is not included in the category, it will be given a value of 0. Table 5 shows a sample dataset after 

encoding using one hot encoding. 

 

Table 4. Data sample after deleting duplicate data 
Index Bp 

(Diastolic) 

Bp 

Limit 

sg Al rbc su pc pcc ba 

0 1 1 ≥ 1.023 <0 0 <0 0 0 0 

1 0 0 ≥ 1.023 <0 0 <0 0 0 0 

2 0 0 ≥ 1.023 <0 0 <0 0 0 0 

3 0 0 1.009-1.011 <0 0 <0 0 0 0 

4 1 2 1.019-1.021 <0 0 <0 0 0 0 

5 1 1 ≥ 1023 <0 0 <0 0 0 0 

 

Table 5. Data sample result of one hot encoding 
Index sg_<1007 sg_≥1.023 bgr_112-154 bgr_154-196 sod_118-123 sod_123-128 hemo_10-

11.3 

0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 

1 0.0 1.0 1.0 0.0 0.0 0.0 0.0 

2 0.0 1.0 1.0 0.0 0.0 0.0 0.0 

3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

4 0.0 0.0 0.0 1.0 0.0 0.0 0.0 

5 0.0 1.0 1.0 0.0 0.0 0.0 0.0 

 

Feature selection was conducted using the Recursive Feature Elimination method. In this study, each 

number of features was observed along with the criteria and accuracy produced to see the best number of 

features that should be used to improve the classifier model. Table 6 shows the number of features and 

feature names selected through the recursive feature elimination method. Therefore, the number of features 

used by the model was five features. The five features were selected after conducting the feature ranking in 

the Recursive Feature Elimination method. According to this method, hypertension, diabetes mellitus, 

hemoglobin, albumin, and Red Blood Cell Count were relevant and important features in classifying 

chronic kidney disease. 

 

Furthermore, in this study, tuning was done on the hyperparameters using the Grid Search Cross Validation 

method. The hyperparameters that will be tuned are four hyperparameters, namely max_depth, 

min_samples_split, min_samples_leaf, and criteria. Three of the four hyperparameters are stopping criteria 

that can be used to prevent overfitting of the data. The max_depth hyperparameter will determine the depth 

of the tree. The depth of the tree can be seen through the number of branches in the tree, the more branches, 

the deeper the tree, but it will allow overfitting of the data. The min_samples_split hyperparameter will 

determine the minimum number of samples needed to be able to split an internal node or can be used as the 

minimum sample needed to become a leaf node. Furthermore, the min_samples_leaf hyperparameter will 

be the opposite of min_samples_split because min_samples_leaf will determine the minimum number of 

samples needed to become a leaf node. The last hyperparameter is the criterion where this hyperparameter 

will be used to determine the criteria for splitting the tree [25].  
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The four hyperparameters were entered into the grid parameter according to the range of hyperparameter 

values to be determined, and the Grid Search method will work by creating a model for each combination 

of hyperparameter values, then training and evaluation will be carried out and validated using 5-fold cross-

validation to get a model containing the best combination of hyperparameter values. Table 7 shows the 

selected hyperparameter values. According to this method, the criteria using gini impurity, max_depth 5, 

min_samples_leaf 2, and min_samples_split 2 were the best hyperparameter combinations for the model in 

this study. These hyperparameters will be used by the classifier model, namely the decision tree, to perform 

classification and will affect the tree that is built, especially because three of the four hyperparameters are 

included in the stopping criteria that can prevent overfitting. 

 

Data classification 

After getting the best combination of hyperparameters and important and relevant features, the 

hyperparameters and features will then be used by the classifier model, namely the decision tree, to perform 

the classification. Because the variant of the decision tree is CART (Classification and Regression Tree), 

the determination of the root node and split on the internal node uses gini impurity. 

 

Table 3. Selected feature using recursive feature elimination 

 

Table 4. Selected hyperparameter 
No Hyperparameter Name Hyperparameter Values 

1. criterion Gini 

2. max_depth 5 

3. min_samples_leaf 2 

4. min_samples_split 2 

 

After classification, prediction and evaluation were conducted with performance evaluation metrics. 

However, before calculating the performance evaluation metrics, it is necessary to obtain the results of the 

confusion matrix first. Table 8 is the confusion matrix of the proposed method. The confusion matrix value 

from this test where true positive (TP) had a value of 13, then true negative (TN) had a value of 27, false 

positive (FP) had a value of 1, and false negative (FN) had a value of 0. After obtaining this confusion 

matrix value, it was used to calculate the performance evaluation metrics such as accuracy, precision, recall, 

and f1 score. Table 9 contains the performance evaluation metrics of the proposed method in this study. 

The table shows that the accuracy produced was 97.56%, with a precision of 92.85%, and recall of 100%, 

and an f1-score of 96.29%. In addition, a calculation was made for train accuracy to check for overfitting 

on the data, and the result was a train accuracy of 97.48%. Because it was almost the same as the test 

accuracy, there was no overfitting on the data. 

 

The purpose of conducting methods explained previously is to solve problems that exist in this study. Risk 

Factor Prediction of Chronic Kidney Disease dataset has an irrelevant feature that can affect the 

classification of chronic kidney disease patients. Therefore, performing Recursive Feature Elimination to 

select relevant features can overcome this problem, and performing hyperparameter tuning to select the 

best hyperparameter combination can improve the classification performance of the decision tree based on 

the variables in the dataset. From the result, it is known that conducting previously explained methods can 

reduce the overfitting problem in the data because train accuracy and test accuracy have similar results of 

97.48% and 97.56% and improve the classifier model with an accuracy of 97.56%.  Furthermore, to prove 

the improvements that have occurred, that result will be compared with another test. 

 

Evaluation 

In the evaluation section, another test will be conducted which is used as a comparison to the proposed 

method and proves that there is an improvement in classification. This test will be performed two times. 

The first one is a decision tree without selection features and hyperparameter tuning and the second one 

uses a decision tree and selection features Recursive Feature Elimination. After that, a comparison of the 

Feature Name Feature Name Extension Data Type 

htn Hypertension Integer 

dm Diabetes mellitus Integer 

hemo_11.3 - 12.6 Hemoglobin Categorical 

al_< 0 Albumin Categorical 

Rbcc_6.23 – 6.82 Red blood cell count Categorical 
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two tests will be carried out with the proposed method and a discussion of the results will be done. The 

comparison is carried out through the evaluation performance matrix obtained in each experiment.  

 

In this test for comparison with the proposed method, classification is carried out using a decision tree 

classifier without Recursive Feature Selection and Grid Search CV. After calculating the confusion matrix 

in Table 8, the evaluation performance matrix of this test is obtained. The accuracy obtained was 95.12%, 

the precision value obtained was 92.30%, the recall value obtained was 92.30%, and the f1-score value 

obtained was 92.30%. In this test without RFE and GridSearchCV, the training accuracy obtained was 

100%, so it can be concluded that overfitting occurs in the data. 

 

Table 5. Performance evaluation matrix without Recursive Feature Elimination and Grid Search CV 
No Performance Evaluation Matrix Result 

1. Accuracy 0.9512 

2. Precision 0.9230 

3. Recall 0.9230 

4. F1-score 0.9230 

 

The second test was conducted utilizing a decision tree and features selection Recursive Feature 

Elimination. As with the preceding test, the calculation of the confusion matrix was conducted, and the 

performance evaluation matrix value from the second test was obtained and presented in Table 9. As can 

be observed in the table, the resulting accuracy value was 95.12%, the precision value was 87%, the recall 

value was 100%, and the F1-score value was 92.85%. The accuracy obtained for training was 97.56%. In 

the initial test of accuracy training, it can be observed that there is overfitting in the data. Conversely, in 

this second test, the accuracy of the training decreases, indicating reduced overfitting in the data. 

 

Table 6. Performance evaluation matrix second test 
No Performance Evaluation Matrix Result 

1. Accuracy 0.9512 

2. Precision 0.87 

3. Recall 1.0 

4. F1-score 0.9285 

 

Therefore, the addition of a hyperparameter tuning method with grid search CV, such as the proposed 

method, will likely yield more favorable results. The results of the proposed method can be seen in Table 

10 and 11. 

 

Table 7. Proposed method Confusion Matrix 
Confusion 

Matrix 

Negative Positive 

Negative 27 1 

Positive 0 13 

 

Table 8. Performance evaluation matrix proposed method 
No Performance Evaluation Matrix Result 

1. Accuracy 0.9756 

2. Precision 0.9285 

3. Recall 1.0 

4. F1-score 0.9629 

 

Comparing the proposed method with the test without RFE and GridSearchCV and second tests where in 

the test without RFE and GridSearchCV, the precision and f1-score had a value of 92.30%, then in the 

second test, 87% and 92.85%, in the proposed method, the precision and f1-score increased to 92.85%, and 

96.29% respectively. The recall value between the second test and the proposed method was the same at 

100%. In the test without RFE and GridSearchCV, the resulting train accuracy was 100% with a test 

accuracy of 95.12%, so there was overfitting in the data. In the second test, the resulting train accuracy was 

97.56% with a test accuracy of 95.12% where the training accuracy decreased. Besides that, the proposed 

method had a train accuracy result of 97.48% with a test accuracy of 97.56%, so there was no overfitting 

in the data, and accuracy had increased. Figure 2 illustrates the comparative performance evaluation matrix 

of the proposed method as compared to the other two tests. The results demonstrated that the proposed 

method produces higher results than test without RFE and GridSearchCV and second test. However, there 

was no improvement when comparing the test without RFE and GridSearchCV with the second test. There 
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was an increase in precision and f1-score values when comparing the test without RFE and GridSearchCV 

with the second test. Thus, using the recursive feature elimination and hyperparameter tuning grid search 

CV can reduce the overfitting problem in the data and improve the classifier model because there is an 

increase in the accuracy, precision, recall, and f1-score values between the test without RFE and 

GridSearchCV, the second test and the proposed method. 

 

 
Figure 1. Comparison of Confusion Matrix between two test and proposed method 

CONCLUSION 

The results of this study showed that it is possible to improve the decision tree classifier model by using 

the recursive feature elimination selection method and hyperparameter tuning grid search cross-validation. 

Recursive feature elimination was conducted to select relevant features, and hyperparameter tuning was 

conducted to select the best combination of hyperparameters to improve classification performance based 

on variables in the dataset. It can be seen through the increase in accuracy of the proposed method when 

compared to the test without RFE and GridSearchCV and the second test. The accuracy in the first and 

second tests was 95.12%, but in the proposed method reached 97.56%. 
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