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Abstract. 

Purpose: The purpose of this study is to increase the accuracy of the model used for prediabetes prediction. This study 

integrates Principal Component Analysis (PCA) for reducing the dimension of data with Extreme Gradient Boosting 

(XGBoost). The study contributes to providing a new alternative for prediabetes prediction in patients by reducing the 

complexity of the dataset with the aim of increasing the accuracy of the obtained model. PCA and XGBoost identify 

the best features that have the highest correlation with prediabetes so that they are expected to produce a better 

predictive model. 

Methods: This study utilizes published data sourced from the UCI Machine Learning Repository consisting of 520 

records, 16 attributes and 1 label class. The dataset is data collected through direct questionnaires from patients in 

Sylhet, Bangladesh at the Sylhet Diabetes Hospital. The research method in this study consists of several stages, 

namely: Data Collection, Data Preprocessing, Dimension Reduction using PCA to reduce the complexity of dimensions 

in the dataset, Modeling using XGBoost to identify patterns used to predict prediabetes, and Model evaluation used to 

measure the performance of the resulting model using evaluation metrics such as accuracy, recall, precision and F1-

Score. 

Result: The current study utilizes XGBoost with Principal Component Analysis for feature selection, resulting in 12 

features and a model accuracy of 97.44. 

Novelty: The study's originality lies in applying PCA as a preprocessing step to enhance the performance of machine 

learning models by reducing data dimensionality and focusing on the most critical features. By demonstrating how 

PCA can improve the efficiency and accuracy of prediabetes prediction models, this research provides valuable insights 

to inform future studies and contribute to the development of more effective diagnostic tools for early detection and 

prevention of prediabetes. 
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INTRODUCTION 
Prediabetes is the body's early warning for diabetes. The sooner prediabetes is detected, the sooner 

preventive measures against diabetes can be taken by patients. Prediabetes that is not well controlled will 

become diabetes at any time. Prediabetes is condition when blood glucose levels that are above normal but 

still below the lower limit for type 2 diabetes [1]–[3]. Patients with prediabetes or diabetes can have mild 

symptoms such as frequent thirst, frequent urination, fatigue, and blurred vision [4], [5].  

 

Generally, prediabetes can be identified using two standard tests, namely the fasting plasma glucose (FPG) 

test and the oral glucose tolerance test (OGTT) [2], [6]. There are differences between the two tests, FPG 

functions to measure blood glucose levels after the patient has fasted from the evening. While OGTT 

functions to measure blood glucose levels after the patient drinks a sweet drink. It is not certain what causes 

someone to get prediabetes, but there are several factors that can influence the development of prediabetes 

into diabetes, including genetics, lifestyle, obesity and metabolic syndrome. Someone with obesity who 

rarely moves in their daily activities, has a habit of consuming unhealthy foods and a family history of 

diabetes increases the risk of prediabetes at an early age [7].  

 

Over the last decades, multidisciplinary expertise on prediabetes has involved collaborations among 

researchers, clinicians, epidemiologists, geneticists, and public health experts, leading to improved 

diagnostic criteria and prevention strategies. Knowing these factors can assist in identifying individuals at 
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risk, enabling early intervention and preventive measures to reduce the progression to type 2 diabetes and 

associated complications[8]. On the other hand, preventions and better treatments of diabetes and 

prediabetes are necessary to increase prosperity and reduce economic costs [9].  

 

Many studies have been undertaken to predict prediabetes based on the symptoms, people's lifestyles, eating 

habits, and so on [10]. In line with the growth of unlimited data, including medical data, prediabetes 

predictions can also be made [11]. Predictions are used to develop by expanding methods and technologies 

to data analysis, such as machine learning[12]–[20]. Machine learning techniques in current years are the 

choice of researchers to analyze large datasets in order to obtain patterns that can then be used to make 

predictions [14]. In this case, the current prediabetes prediction also utilizes machine learning to produce 

patterns that can predict indications of prediabetes in patients. 

 

Machine learning is a derivative of artificial intelligence which is now commonly used to study data patterns 

to help with decision making, predictions, estimation, forecasting, classification, associations and so on 

[21]. Prediabetes prediction using machine learning has been done previously by [22] by comparing several 

machine learning techniques such as XGBoost, Randon Forest, SVM ect with different number of features 

with this study. Another study by [23] used Gradient Boosting machine learning to predict the risk of 

transition from prediabetes to Type 2 Diabetes in one and five years. Research by [24], [25] also conducted 

modeling for prediabetes prediction using XGBoost and Feature Importance XGBoost. 

 

Numerous investigations have focused on predicting prediabetes by harnessing the surge in expansive 

datasets encompassing medical information. To cope with the extensive data volume, various 

methodologies within machine learning, like Principal Component Analysis (PCA), can be utilized for 

reducing dimensions in dataset. PCA can be a valuable tool for reducing dimensionality and selecting 

features by identifying the most significant variables and reducing the dataset's complexity which its 

purpose is to enhance subsequent predictive models' accuracy and efficiency [26], [27]. As an unsupervised 

technique, PCA does not incorporate outcome as a class label from prediabetes during its calculations. PCA 

reduces a substantial dataset into a compact version while retaining nearly all the original information. This 

method identifies the meaning of the data and its principal components, making it a widely utilized 

dimensionality reduction approach. Typically, this technique's purpose is to enhance variance and capture 

significant feature patterns within a dataset [28]. 

 

The current study offers an alternative approach to expand the helpfulness of machine learning algorithms 

in predicting prediabetes. This is achieved by utilizing Principal Component Analysis (PCA) as a 

preprocessing step. This research uses PCA to determine the dataset's number of features and records. The 

outcomes of PCA then serve as the dataset for applying the extreme gradient boosting (XGBoost) algorithm, 

which operates as a supervised learning technique to discern patterns that could indicate the risk of 

prediabetes or facilitate predictive modeling. 

 

METHODS 

The significant stages of the purpose technique in this study include data acquisition, data preprocessing 

consisting of exploratory data analysis and transformation, feature selection based on PCA, modeling data 

utilizing the XGBoost Algorithm, and model evaluation performance. The order stages of the purpose 

technique are shown in Figure 1. 

 

 
Figure 1. Stages of the purpose technique  

 

Dataset acquisition and data preprocessing 

Data collection for the diabetes dataset was done by obtaining relevant health data related to diabetes from 

various web sources. To predict the potential of someone to get diabetes, a dataset that includes information 

on newly diagnosed or at-risk diabetic patients is required. This study used a dataset obtained via direct 
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questionnaires to patients in Sylhet, Bangladesh at the Sylhet Diabetes Hospital. This dataset, which 

contains 520 records with 16 attributes and 1 class label, was sourced from the UCI Machine Learning 

Repository. It is specifically published as part of the prediabetes risk prediction dataset in UCI Machine 

Learning. Table 1 provides complete details about the dataset. 

 

Table 1. Information of dataset 
# Column Value Non-Null Count Dtype 

1 
Age 

in years ranging from 

20 years to 90 years 520 non-null int64 

2 Gender Male/Female 520 non-null object 
3 Polyuria Yes/No 520 non-null object 

4 Polydipsia Yes/No 520 non-null object 

5 Sudden weight loss Yes/No 520 non-null object 
6 Weakness Yes/No 520 non-null object 

7 Polyphagia Yes/No 520 non-null object 

8 Genital Thrush Yes/No 520 non-null object 
9 Visual Blurring Yes/No 520 non-null object 

10 Itching Yes/No 520 non-null object 

11 Irritability Yes/No 520 non-null object 
12 Delayed Healing Yes/No 520 non-null object 

13 Partial Paresis Yes/No 520 non-null object 

14 Muscle Stiffness Yes/No 520 non-null object 
15 Alopecia Yes/No 520 non-null object 

16 Obesity Yes/No 520 non-null object 

17 Class Positive/Negative 520 non-null object 

 

Preprocessing Data comprises two stages: Exploratory Data Analysis and Transformation. The initial step 

involves Exploratory Data Analysis, and Preliminary Data Assessment. Researchers utilize techniques 

representation of data and statistical techniques to depict characteristics of datasets, encompassing size, 

quantity, and precision, to comprehend data nature[29]. Exploratory data analysis methods span manual 

scrutiny and automated tools that visually investigate data variables' relationships, dataset structure, and 

data value distribution. It helps uncover patterns, enabling data analysts to gain deeper insights from raw 

data.  This study uses an exploratory data analysis in order to identify characteristics of data, show 

correlations between attributes and labels of data, and descriptive research to adjust variable types. Figure 

2 shows the spread of diabetes labels in the dataset, whereas Figure 3 shows the age distribution. 

 

 
Figure 2. Diabetes label from dataset 

 

 
Figure 3. Age distribution in the dataset 
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After conducting Exploratory Data Analysis, the next step is Data Transformation. This process involves 

modifying the data format to ensure compatibility with the modeling algorithm used. Various techniques, 

such as binary transformation, can be applied during data transformation since machine learning algorithms 

cannot directly process raw text. [30]. Table 2 is the dataset after transformation. The Dtype attribute has 

changed to an integer value. 

 

Table 2. Dataset after transformation 
# Column Non-Null Count Dtype 

1 Age 520 non-null int64 

2 Gender 520 non-null int32 

3 Polyuria 520 non-null int32 

4 Polydipsia 520 non-null int32 

5 Sudden weight loss 520 non-null int32 

6 Weakness 520 non-null int32 

7 Polyphagia 520 non-null int32 

8 Genital Thrush 520 non-null int32 

9 Visual Blurring 520 non-null int32 

10 Itching 520 non-null int32 

11 Irritability 520 non-null int32 

12 Delayed Healing 520 non-null int32 

13 Partial Paresis 520 non-null int32 

14 Muscle Stiffness 520 non-null int32 

15 Alopecia 520 non-null int32 

16 Obesity 520 non-null int32 

17 Class 520 non-null int32 

 

Principal component analysis 

PCA is utilized to standardize the dataset by identifying the principal components, which are new variables 

formed as linear combinations of the original variables. These components are arranged in a way that the 

first component captures the most variance in the data, the second component captures the next highest 

amount of variance. 

 

 
Figure 4. PCA steps 

 

After that, PCA Determines the Number of Components to analyze the variance explained by each principal 

component and decide how many components are to retain. The next step is Feature Selection. Once the 

number of components is determined, select the corresponding original features that contribute most to 

these components. This step helps identify the most important variables for predicting prediabetes. 

 

Data modelling 

A step-by-step explanation of prediabetes prediction using XGBoost works by defining an objective 

function, base learners, boosting, gradient descent optimization, tree construction, and regularization [13], 

[19]. 
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Figure 5. XGBoost step by step 

 

The objective function comprises a loss function quantifying the model's predictive error and a 

regularization term penalizing intricate models to avert overfitting. The objective function steers the 

learning process by determining how the model updates its predictions in each iteration. Base Learners: 

XGBoost uses decision trees as base learners, where each tree predicts the target variable based on the input 

features. By default, XGBoost uses a shallow tree structure, a "weak learner," to minimize bias and allow 

for a more significant number of trees in the ensemble. However, depending on the problem's complexity 

and dataset characteristics, deeper trees can also be used [31]. 

 

Boosting: The boosting process involves adding new trees to the ensemble to improve the model's 

predictions. Each tree is constructed to address the errors or residuals left by the preceding trees. The 

process begins with a single tree, and the following trees are trained to reduce the discrepancy between the 

actual target values and the predictions made by the ensemble. 

 

Gradient Descent Optimization: XGBoost employs gradient descent optimization to refine the model's 

predictions progressively. It computes the gradients of the loss function concerning the model's predictions 

and adjusts these predictions toward minimizing the loss. The learning rate, often referred to as the 

shrinkage parameter, governs the magnitude of each update, thereby mitigating overfitting and stabilizing 

the learning process. 

 

Tree Construction: XGBoost greedily constructs each tree, optimizing the objective function at each split. 

It evaluates different partitions based on a scoring metric (such as information gain or Gini impurity) and 

selects the split that maximizes the growth in the objective function. This process repeats until a stopping 

criterion is met, such as reaching a maximum tree depth or when there is no significant improvement in the 

objective function. 

 

Regularization: XGBoost uses regularization techniques to regulate model complexity and avoid 

overfitting. The objective function includes L1 (Lasso) and L2 (Ridge) regularization components, which 

penalize large coefficients and encourage sparsity, thus creating a simpler model and minimizing 

overfitting. In general, the formula for predicting target variables with XGBoost is as follows. 

 

The general formula for predicting the target variable using XGBoost can be expressed in formula 1: 

 

𝑌ℎ𝑎𝑡 = 𝑠𝑢𝑚_{𝑖 = 1}^{𝑁_𝑇}𝑓_𝑡(𝑥)                (1) 

where: 

𝑌_ℎ𝑎𝑡 is the predicted value of the target variable, 

𝑁_𝑇 is the total number of trees in the ensemble, 

𝑓_𝑡(𝑥) is the prediction made by the t-th tree for the input features x.  

Each individual tree in the XGBoost ensemble predicts a value that is a combination of weighted decisions 

made at each split.  

 

The prediction of a tree can be written in formula 2: 

                            𝑓𝑡(𝑥) = 𝑤_{𝑞(𝑥)}  ∗ ℎ(𝑥, 𝑞(𝑥))                        (2) 
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where: 

𝑤_{𝑞(𝑥)} is the weight assigned to the leaf node q(x) where the input features x fall, 

ℎ(𝑥, 𝑞(𝑥)) is the output value assigned to the leaf node q(x) based on the input features x. 

 

The weights w_{q(x)} are learned during the training process through gradient descent optimization, which 

minimizes a specific loss function. 

 

Model evaluation performance 

Confusion matrix provides a complete overview of model performance, by produce the number of true 

positives, true negatives, false positives, and false negatives [32]–[35]. This matrix is the basis for 

calculating various metrics such as accuracy, precision, recall, and F1 score. Accuracy measures the 

percentage of correct predictions from the total predictions. These metrics are very effective in balanced 

datasets but may not be ideal for describing the model performance in imbalanced datasets. Precision 

measures the proportion of correct positive predictions among all positive predictions. The focus of 

precision is on the accuracy of positive predictions, especially when false positives have a significant 

impact, thus reflecting the model capabilities for reducing errors in positive predictions. Recall (Sensitivity 

or True Positive Ratio) measures the percentage of true positive predictions among all true positive cases. 

Recall places more emphasis on identifying all positive examples and is important when false negatives 

have serious consequences. Recall evaluates the model's effectiveness in minimizing false negatives. F1-

Score: The F1-score is the harmonic means of precision and recall, providing a balance between the two. It 

is a crucial metric when both false positives and false negatives are important. 

 

RESULTS AND DISCUSSIONS 

Testing environment 

Prediabetes prediction modeling in this study uses Python 3 with pandas, sklearn, seaborn and matplotlib 

libraries at https://colab.research.google.com/. The hardware used is AMD Reyzen 7 6800U with Radeon 

Graphics, and 16GB Memory. 

 

Principal component analysis 

Figure 7 shows n_component against the explained variance and describes the cumulative defined variance 

ratio against the number of components to visually understand how much friction is captured by each 

additional element. This plot helps determining the point of diminishing returns in terms of explained 

variance and guides the selection of appropriate components for the analysis. As the number of components 

(n_components), it captures more variance in the data. The selected component as PCA's result describes 

the correlation of the selected component to the diabetes label listed in Table 3. 

 

Table 3. Principal component correlation result 

Principal component number Correlation Point 

1 0.2893 

2 0.1487 

3 0.1116 

4 0.0773 

5 0.0628 

6 0.0597 

7 0.0541 

8 0.0541 

9 0.0466 

10 0.0451 

11 0.2893 

12 0.2893 

 

PCA is used for dimensionality reduction, in terms of the number of features and rows, as input for the 

XGBoost model. The dimensions formed from the PCA results are 12 features and 364 rows. 

 

Data modelling 

Data modeling results from the XGBoost algorithm are shown in Figure 8. XGBoost is a tree-based model 

that employs the boosting process, which iteratively adds new trees to the ensemble to enhance the model's 
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predictions. Each tree in XGBoost is constructed greedily, optimizing the objective function at each split. 

It evaluates various partitions based on a scoring metric, such as information gain or Gini impurity, and 

selects the split that maximizes the growth in the objective function. This process continues until a stopping 

criterion is met, such as reaching the maximum tree depth or achieving a minimum improvement in the 

objective function. 

 

In this study, the tree model results from XGBoost based on PCA features are initiated with feature F1 as 

the root. This implies that feature F1, which has the highest correlation with the diabetes label, is selected 

as the starting point, followed by feature F7. The number of features in the XGBoost tree model combines 

12 features resulting from PCA, either all or only a subset. This is due to the random processes applied 

during the model training. 

 

 
Figure 6. XGBoost model based on PCA 

XGBoost also introduces randomness in feature selection. XGBoost considers a random subset of features 

at each tree split to find the best split. This feature subsampling introduces further randomness into the 

model-building process. Additionally, XGBoost employs early stopping to prevent overfitting. The training 

process stops if the performance does not improve for a certain number of iterations. As the iteration at 

which early stopping occurs may differ between runs, the final ensemble of trees can vary, but the resulting 

of the accuracy is the same. 

 

 
Figure 7. n_component against the explained variance 

 

Model evaluation performance 

The model evaluated in this study is divided into three purposes: first, model accuracy based on 

n_component PCA to determine the number of features that yield the best accuracy. Second, the model 

evaluation uses a confusion matrix to obtain accuracy, precision, recall, and F1-Score values. Third, a 

comparison of model evaluation results using the XGBoost algorithm with various feature selection 

techniques previously applied in the research. The accuracy of the model obtained based on the number of 

PCA components is shown in Figure 8. 
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Figure 8. Accuracy score for n-component PCA 

 

The accuracy testing was performed by iterating through the number of PCA components resulting from 

extracting the diabetes dataset using PCA. Figure 8 shows that the model's accuracy begins to show 

consistency when the number of PCA components is 12, with an accuracy value of 97.44. Hence, the 

number of selected features from PCA used in this research is 12. 

 

 
Figure 9. Confusion matrix based on PCA 

 

The model's accuracy is calculated based on the confusion matrix. Figure 9 displays the confusion matrix 

obtained for evaluating the XGBoost algorithm using a dataset with 12 features selected through PCA 

feature selection. From the confusion matrix results, values for accuracy, precision, recall, and F1-Score 

are obtained, as shown in Table 4. 

Table 4. Model accuracy using PCA 
Accuracy Precision Recall F1-Score 

97.44 98.04 98.04 98.04 

 

Discussion 

The comparison results of the current study with the previous research are shown in Table 5. 

 

Table 5. Comparation of model accuracy 
Method Number of Feature Accuracy 

XGBoost[24] 

XGBoost's Feature 

Importance[25] 
XGBoost[22] 

XGBoost[16] 

16 

10 

 
9 

10 

98.71 

98.72 

 
80.51 

70.1 

XGboost Using PCA 12 97.44 

 

Previous research on prediabetes prediction using XGBoost machine learning was 80.51 with number of 

feature 9 and another XGBoost using 10 feature was 70.1, showing lower accuracy compared to current 

research. In the previous research with the same dataset, used XGBoost[24] with the prediabetes dataset 
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containing 16 features, resulting in a model accuracy of 98.71. The second study utilized XGBoost with 

feature selection using XGBoost's Feature Importance[25], leading to 10 features and a model accuracy of 

98.72. There is an accuracy improvement of 0.01 compared to the first study. The current study utilizes 

XGBoost with Principal Component Analysis for feature selection, resulting in 12 features and a model 

accuracy of 97.44. There is a difference in accuracy of 1.28 compared to the previous best accuracy obtained 

in the earlier research. 

 

The future application of this research is to combine the model into a web or mobile application so that it 

can be used more widely, for example Personalized Health Monitoring and Mobile Health Apps. Potential 

improvements from this research are by integrating the dataset used in electronic health records and utilizing 

other feature selection techniques. Utilization of machine learning techniques such as Long Short-Term 

Memory (LSTM) which focuses on temporal data such as patient blood sugar levels over time can improve 

prediction. 

 

CONCLUSION 

In this study, XGBoost and PCA are integrated to improve model accuracy by finding features with the best 

correlation according to PCA. Based on the conducted testing, it can be concluded that PCA can be used 

for feature selection by reducing dimensionality. PCA preserves most of the data variance in the selected 

principal components to choose the features that contribute the most to the data variation. Regarding model 

accuracy, PCA in this research resulted in better accuracy compared to the previous study that used 

XGBoost and Random Forest. This difference may occur because, in this study, the main features related 

to prediabetes are considered to have low contributions to the data variation, leading PCA to reduce these 

features.  
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