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Abstract. 

Purpose: This study aims to enhance the detection of trademark image similarity by conducting a comparative analysis 

of various Convolutional Neural Network (CNN) architectures within Siamese networks, integrated with test-time 

augmentation techniques. Existing methods often face challenges in accurately capturing subtle visual similarities 

between trademarks due to limitations in feature extraction and generalization capabilities. The research seeks to 

identify the most effective CNN architecture for this task and to assess the impact of test-time augmentation on model 

performance. 

Methods: The study implements Siamese networks utilizing three distinct CNN architectures: VGG16, VGG19, and 

ResNet50. Each network is trained on a dataset of trademark images to learn deep feature representations that can 

discriminate between similar and dissimilar trademarks. During the evaluation phase, test-time augmentation (TTA) is 

applied to enhance model robustness by averaging predictions over multiple augmented versions of the input images. 

TTA includes transformations such as random rotations (up to 40%), width and height shifts (up to 20%), random shear 

transformations, zooming (up to 20%), horizontal and vertical flips, and random brightness adjustments. 

Result: Experimental findings reveal that the Siamese network based on VGG19 achieves the highest accuracy at 

98.82%, outperforming the VGG16-based network with an accuracy of 97.07% and the ResNet50-based network with 

50.00% accuracy. The application of TTA has improved performance across all models, with the VGG19 model 

receiving the highest improvement. The extremely low accuracy of ResNet50 can be attributed to its misinterpretation 

of original trademark images as close-forged ones, probably due to overfitting or lack of an efficient ability in 

generalizing very fine visual features. 

Novelty: The study conducted a comparative analysis of CNN architectures, namely VGG16, VGG19, and ResNet50 

in Siamese networks for trademark image similarity detection. 

 

Keywords: Trademark, CNN, Siamese neural network, Test-time augmentation, Data augmentation 

Received September 2024 / Revised December 2024 / Accepted December 2024 

 

This work is licensed under a Creative Commons Attribution 4.0 International License. 

 
 

 

INTRODUCTION 
The development of digital media makes trademark infringement easier to detect, but an accurate similarity 

detection method is needed in calculating the similarity of brand logos to protect intellectual property rights 

[1]. The manual method of detecting logo similarity by comparing one logo to a logo in the registered mark 

database is ineffective and error-prone [2]. This problem can lead to missing logos that should be similar 

but are not detected, so potential infringements that should be known go undetected [3]. 

 

Deep learning, particularly Convolutional Neural Networks (CNNs), has transformed image processing by 

automating feature extraction and hierarchical representation [4]. Because of their capability to learn major 

feature embeddings, Researchers use Siamese networks, made up of twin CNNs with shared weights, to 

detect similarity between input pairs [5]. Siamese networks use several CNN designs, including VGGNet 

and ResNet, to improve image similarity detection [6], [7]. 

 

Regarding architectural comparisons, Alshowaish et al. (2022) utilized CNN, a pre-trained deep learning 

algorithm, to detect identical trademark photographs. They used the VGGNet and ResNet architectures for 

feature extraction and evaluated the Euclidean distance metric [8]. The results had an average rank of 

67,067.788 and an average accuracy of 0.774. This study does not examine the chi-squared distance matrix 
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and only includes VGGNet and ResNet architectures. Later studies improved trademark image detection 

by delving into the subtleties of CNN structures, building on previous research. 

 

Subsequent studies, building on prior research, examined the complexities of CNN architectures to enhance 

trademark image detection. Perez et al. investigated CNN models, particularly VGG19, for trademark 

image retrieval [9]. Two distinct techniques were employed: VGG19v, which concentrates on visual 

similarities, and VGG19c, which prioritizes logical connections. Combining the two models improved 

trademark picture detection by using the benefits of both visual and conceptual classification. This shows 

how greatly specific approaches inside CNN architectures might affect photo similarity detection results. 

 

Research on distance metrics and unique designs continuously advances the field of trademark image 

detection. Suyahman investigated for trademark picture similarity recognition using Siamese neural 

networks with the chi-square distance measure [10]. The results showed a considerable improvement in 

accuracy: the redesigned network attained 98.05% accuracy. This is quite an improvement over baseline 

models using Euclidean distance. Applying the Chi-square distance metric improves the ability of the model 

to vary among the same trademarks. 

 

The depth and simplicity of the VGGNet architectures, particularly VGG16 and VGG19, enable efficient 

feature extraction using consecutive convolutional layers [11]–[14]. ResNet's residual connections fix the 

problem of vanishing gradients, which makes it easier to train deeper topologies [15], [16]. Notwithstanding 

their achievements, these architectures possess specific constraints. For example, deeper networks such as 

ResNet may overfit when trained on limited datasets and may fail to catch subtle visual distinctions essential 

for trademark similarity identification [17]. 

 

By applying diverse alterations to input images during inference and consolidating the predictions, test-

time augmentation (TTA) is a promising method that enhances model resilience. Suyahman et al. showed 

that it can improve the performance of CNN models like VGG16, VGG19, and ResNet50, leading to big 

gains in classification accuracy across a range of classes in the area of brand logo trademark detection [18]. 

However, researchers have yet to adequately investigate its utilization in Siamese networks for trademark 

image similarity identification [19]–[23]. 

 

In conclusion, while past research has focused on improving image similarity detection through advanced 

network architectures or enhanced training methods, there is still a need for systematic comparisons of 

CNN architectures within Siamese networks for trademark image similarity detection. This study utilizes a 

dataset sourced from Kaggle, comprising 255 trademark images categorized into five classes: Gojek, Grab, 

Uniqlo, Miniso, and CircleCI. Each class includes an anchor image, 20 positive images similar to the 

anchor, and 20 negative images dissimilar to the anchor, presenting challenges due to inter-class visual 

similarities in terms of shape, color, and background. Furthermore, to improve model robustness and 

performance, we implement TTA through transformations such as random rotations (up to 40%), width and 

height shifts (up to 20%), random shear transformations, zooming (up to 20%), horizontal and vertical flips, 

and random brightness modifications. In order to fill in the gaps in previous research, this study will 

compare CNN architectures (VGG16, VGG19, and ResNet50) in the context of Siamese networks and look 

at how adding more test time and using different distance metrics affects the ability to find trademark image 

similarities. 

 

METHODS 

This study shows a new version of the Siamese neural network architecture that uses a variety of 

Convolutional Neural Network (CNN) frameworks and a lot of different data augmentation techniques, 

such as random augmentation for training data and test-time augmentation (TTA), to make trademark image 

similarity detection more accurate. Figure 1 illustrates the research methodology. 
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Figure 1. Research methodology 

 

Data collection 

The first step involved creating a dataset specifically for this study [24]. The dataset, sourced from Kaggle 

under the Indonesian Trademark Logo Dataset, comprises a total of 255 trademark images categorized into 

five classes, namely Gojek, Grab, Uniqlo, Miniso, and CircleCI. A total of 255 trademark images were 

gathered and categorized into five classes. Each class comprised one anchor image, serving as the reference 

image for the class, along with 20 positive images that are similar to the anchor and belong to the same 

class, and 20 negative images that are dissimilar to the anchor and belong to different classes. For testing 

purposes, 55 images were used to evaluate the performance of the trained models. Figure 2 shows some 

trademark image samples. 

 

 
Figure 2. Trademark image from kaggle 

 

Data preprocessing 

All images were resized to 128 × 128 pixels to standardize the input dimensions for the CNN architectures 

[25]. Image normalization was performed by scaling pixel intensity values to the range [0, 1], which aids 

in accelerating the convergence of the neural networks during training [26], [27]. 

 

Data augmentation 

To enhance the diversity of the training and testing data, extensive data augmentation techniques were 

applied [28]. Random augmentation was performed using the ImageDataGenerator class in Keras [29]. The 

augmentation techniques used in the research can be seen in Table 1. 

 

Table 1. Augmentation techniques 
Techniques Range 

Random Rotations 40% 
Width and Height Shifts 20% 

Shear Transformations Random 

Zoom 20% 

Horizontal and Vertical Flips Horizontally or Vertically 

Brightness Adjustments Random 
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These augmentations were applied in real-time during training, effectively increasing the dataset size and 

helping the models generalize better to unseen data. 

 

Triplet generation 

To train the Siamese networks, triplets consisting of an anchor image (𝐴), a positive image (𝑃), and a 

negative image (𝑁) were created [30]. The anchor (𝐴) serves as the foundational image from the training 

dataset. The positive (𝑃) is an enhanced image analogous to the anchor and belongs to the identical class. 

The negative (𝑁) is an enhanced image that differs from the anchor and originates from a distinct class. By 

creating all feasible combinations of positive and negative pairs inside each class and implementing random 

augmentations, a total of 400 triplets per class were generated, culminating in 2,000 triplets across all five 

classes. Because of the large number of triplets, the model was able to distinguish between similar and 

dissimilar trademarks [31]. 

 

Siamese network architecture 

The Siamese network architecture consists of two identical subnetworks, each utilizing one of the following 

CNN architectures: the VGG16, VGG19, or ResNet50. The VGG16 is a 16-layer deep convolutional neural 

network known for its ability to efficiently extract features from either “VGG19” or ‘ResNet50’. On the 

other hand, VGG19 is a convolutional neural network with 19 layers that has increased support for feature 

representation. ResNet50 is a fifty-layer convolutional neural network (CNN) that uses residual learning to 

train deeper networks. Each individual subnetwork is responsible for transforming an input image into a 

feature embedding, identified by the symbol 𝑓(𝑥), where 𝑥 is the input image. A distance metric is used to 

compare anchor embeddings with embeddings from other photos in order to assess the degree of similarity 

[32]. 

 

Loss function 

The networks were trained using the triplet loss function [33], which encourages the model to learn 

embeddings where the distance between the anchor and positive images is minimized and the distance 

between the anchor and negative images is maximized. The triplet loss function, as shown in Equation (1), 

is defined as: 

𝐿(𝐴, 𝑃, 𝑁) = 𝑚𝑎𝑥⁡(0, 𝐷(𝐴, 𝑃) − 𝐷(𝐴, 𝑁) + ⁡𝛼   (1) 

  

where 𝐷 is the Chi-square distance, 𝐴 is the anchor, 𝑃 is the positive example, 𝑁 is the negative example, 

and 𝛼 is the margin set at 1.0. The selection of the Chi-square distance is supported by evidence from prior 

research, which reported a significant improvement in accuracy, with the modified network achieving a 

98% accuracy rate. This improvement, compared to baseline models employing Euclidean distance, 

underscores the Chi-square distance metric's superior capability in distinguishing between similar and 

dissimilar trademarks [10]. 

 

Model training 

The training process was conducted separately for each CNN architecture within the Siamese network 

framework. The training parameter used can be seen in Table 2. 

 

Table 2. Training parameters 
Parameters Value 

Epoch 15 
Batch Size 128 

Learning Rate 1e-3 

Optimizer Adam 

 

After the training process is over, the model will encode new inputs into a feature space. The distances that 

it has learned will reflect whether the inputs are similar or dissimilar, depending on the triplet arrangement. 

 

Evaluation 

Finally, the model's performance is assessed by calculating the accuracy, which results from the confusion 

matrix [34]. The confusion matrix shows model performance by summarizing the number of true negatives, 

false negatives, and correct and incorrect predictions [35]. Numerous metrics are calculated from this 

information, including recall, accuracy, precision, and F1 score. Precision measures the accuracy 

percentage; recall evaluates the model's ability to identify all true positives. One fair assessment of memory 
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and accuracy is the F1-score. These criteria allow one to evaluate the model's capacity to identify exact and 

unique trademark images methodically and comprehensively. 

 

RESULTS AND DISCUSSIONS 

This section compares various Convolutional Neural Network (CNN) architectures within Siamese 

networks. Test-Time Augmentation (TTA) is employed to assess the level of resemblance among trademark 

images. The TTA technique improves model performance by employing data augmentation during the 

testing phase. The outcomes of this enhancing method are depicted in Figure 3, which can be seen here. 

 

 
Figure 3. Examples of augmented images for the training and testing datasets 

 

During the testing process, three distinct CNN architectures were evaluated: VGG16, VGG19, and one 

additional bespoke model. The training period for each model was one period, and then the models were 

evaluated based on their training loss and testing accuracy. Throughout fifteen epochs, the loss function for 

the VGG16, VGG19, and ResNet50 models demonstrates unique trends, indicative of their ability to reduce 

the disparity between individual image pairs. VGG16 exhibits a fast decline in loss, attaining zero by the 

sixth epoch. This indicates that the model quickly learns to differentiate between images that are similar 

and images that are different. This persistent zero-loss from the fifth epoch onward implies that VGG16 

was successful in optimizing the feature space, which enabled accurate distance measures for picture pairs 

that were comparable as well as those that were distinct. 

 

In a similar manner, VGG19 displays a declining loss trajectory, albeit one that takes slightly more time to 

reach near-zero, which occurs about by the ninth epoch. This slower convergence in comparison to VGG16 

may be due to the greater complexity of VGG19, which necessitates additional epochs in order to improve 

the picture representations and perfect its distance calculations for similarity identification. 

 

On the other hand, ResNet50 displays a loss of 1.00000 over all epochs, which indicates that the model had 

difficulty learning an efficient measure for differentiating between images that are similar and those that 

are not similar. The absence of loss reduction suggests that the architecture of ResNet50 was not well-suited 

for this task or that it had difficulties learning from the dataset. The lack of loss reduction implies either 

ResNet50's design was not appropriate for this work or that it struggled learning from the dataset. These 

problems can have resulted from overfitting or underfitting dynamics or improper hyperparameter values. 

 

As Figure 4 shows, the loss behavior of VGG16 and VGG19 is much different from ResNet50. 

 

 
Figure 4. Training loss comparison 
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Over the epochs, VGG16, VGG19, and ResNet50's accuracy in spotting image similarity emphasizes even 

more their different performance. Reaching 100% accuracy by the fifth epoch and preserving flawless 

similarity detection for the whole training, VGG16 has the most effective learning curve. VGG16's great 

capacity in precisely detecting both similar and dissimilar pairs reflects in this fast improvement and 

continuous accuracy. 

 

Though somewhat longer to develop, VGG19 reaches similar accuracy—more than 97% following the third 

epoch and peaks almost at 98.52% by the sixth epoch. VGG19 still shows great dependability in separating 

picture pairs according to their similarity measures, even if it does not reach the ideal accuracy seen in 

VGG16. 

 

ResNet50 begins with a lower accuracy of 66.91% and varies just little over the epochs, peaking at 72.35% 

in the seventh epoch. Given ResNet50's large and continuous loss values, this modest accuracy 

improvement points to challenges in learning effective similarity measures. The poor performance of the 

model could result from a difficulty in capturing complex image features required for exact similarity 

identification, thereby requiring more tuning or changes. 

 

Figure 5 shows the notable performance difference in terms of picture similarity between VGG16, VGG19, 

and ResNet50 among their accuracy comparison. 

 

 
Figure 5. Training accuracy comparison 

 

The confusion matrices for ResNet50, VGG16, and VGG19 models offer understanding of their 

performance in varying between "similar" and "different" images. With VGG16's first confusion matrix, 

the model achieves 97.07% accuracy. The model's great efficacy in precisely detecting both similar and 

dissimilar image pairs is shown by the true positive rate (True Similar) of 48.44% and the true negative rate 

(True Different) of 48.63%. The misclassification rates are minimal, with only 1.56% of similar images 

misclassified as dissimilar (False Similar) and 1.37% of dissimilar images misclassified as similar (False 

Different). These low error rates reflect VGG16’s strong ability to recognize similarities and differences 

with very little confusion, as shown in Figure 6. 

 

 
Figure 6. Confusion matrix of VGG16 
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The second confusion matrix for VGG19, with an accuracy of 98.82%, shows even better performance 

compared to VGG16. The True Similar rate is 50%, and the True Different rate is 48.83%, with no 

misclassification of similar pairs (False Similar = 0%) and a small misclassification of dissimilar pairs 

(False Different = 1.17%). This reflects the model’s near-perfect ability to distinguish between image pairs, 

making almost no errors in its predictions, as seen in Figure 7. 

 

 
Figure 7. Confusion matrix of VGG19 

 

In contrast, the third confusion matrix for ResNet50, which shows an accuracy of 50%, reveals significant 

challenges in the model's performance. While the True Similar rate is 50%, the True Different rate is 0%, 

indicating that the model failed to correctly identify any dissimilar pairs. Instead, 50% of the dissimilar 

pairs were misclassified as similar (false different), and 50% of the predictions were correct for similar 

pairs. This suggests that ResNet50 struggled to capture the appropriate features to differentiate dissimilar 

images, leading to high misclassification rates and poor overall performance, as depicted in Figure 8. 

 

 
Figure 8. Confusion matrix of ResNet50 

 

The testing accuracy results for VGG16, VGG19, and ResNet50, compared to Xception from prior research 

by Suyahman et al. [10], reveal clear distinctions in their performance on the image similarity task. As 

shown in Table 3, VGG19 achieved the highest accuracy at 98.82%, followed by VGG16 at 97.07%. 

Xception, as reported in earlier studies, achieved an accuracy of 98.05%, demonstrating its strong capability 

in handling trademark image similarity detection. 

 

These findings highlight the superior performance of VGG19 among the current models being tested, 

showcasing its effectiveness in extracting relevant features due to its deeper architecture. Xception, while 

not part of this study’s experiments, serves as a benchmark from previous research, providing a useful point 

of comparison for evaluating the improvements achieved by the VGG models. 

 

In contrast, ResNet50 performed significantly worse, with an accuracy of only 50%, equivalent to random 

guessing. This suggests that ResNet50, in its current configuration, struggled to learn meaningful 
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distinctions between similar and dissimilar images in the dataset. Possible reasons for this include 

overfitting or an inability to generalize effectively from the training data. 

 

As indicated in Table 3, the results demonstrate that VGG16 and VGG19 outperform ResNet50 in the 

current experiments, with VGG19 emerging as the most reliable architecture for image similarity tasks. 

Compared to Xception, the accuracy of VGG19 also represents a slight improvement, reinforcing its 

potential for further refinement and application in this domain. 

 

Table 3. Comparison of result from VGG16, VGG19, and ResNet50 
Model Accuracy Precision Recall F-1 Score 

Xception 0.9805 1 0.9600 0.8600 

VGG16 0.9707 0.9689 0.9726 0.9707 

VGG19 0.9882 1 0.9771 0.9884 

ResNet50 0.5000 1 0.5000 0.6666 

 

The application of TTA techniques improved the accuracy of each model. The inclusion of test data helped 

to make the models more resistant to fluctuations, improving their ability to detect visual similarities. 

Greater reliability of results is achieved through the use of TTA, which averages predictions over many 

advanced input versions. The integration of a powerful CNN architecture, specifically VGG19, in 

conjunction with TTA has the potential to significantly improve the accuracy of trademark picture similarity 

recognition. It is possible that future studies will concentrate on further optimizing these designs, 

investigating the influence of increasing the number of training epochs, and looking into the possibility of 

including more diverse datasets in order to improve the robustness of algorithms. 

 

CONCLUSION 

In this study, VGG16, VGG19, and ResNet50 were tested for brand image similarity. The VGG19 had the 

highest accuracy at 98.82%, followed by the VGG16 at 97.07%. Both models were well able to distinguish 

brand images. Both models were able to distinguish between similar and different brand images. However, 

ResNet50 performed poorly, with an accuracy of just 50%, indicating that it is difficult to obtain suitable 

similarity measurements for this application. All models performed better when equipped with increased 

test time (TTA). These devices became more resistant to changes in brand data. The VGG19 architecture 

improved the most in the process. The results show that VGG-based architectures are better at detecting 

similarities between brands, particularly with TTA. It is possible that ResNet50 still needs to be optimized 

to detect inter-brand similarities well. Models based on VGG19 can be used in real-life applications, such 

as automatic trademark verification, image retrieval, and proving trademark infringement in court. 
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