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Abstract. 

Purpose: Mango production can be severely impacted by diseases affecting mango plants. By leveraging artificial 

intelligence, the agricultural sector can automate the analysis of mango leaves to monitor plant health. The goal of this 

research is to improve the early detection of diseases in mango leaves to allow early treatment to minimize damage to 

the crops. 

Methods: This study employs an approach of combining two pre-trained CNN architectures, namely MobileNetV2 

and DenseNet201 through concatenation method. To enhance the model’s generalization ability, various image 

augmentation techniques were applied during the training phase. 

Result: The model developed in this study achieved great performance in classifying mango leaf diseases with a testing 

accuracy of 99.25%. This result indicates the effectiveness of the concatenation method by outperforming the accuracy 

of either MobileNetV2 or DenseNet201 when implemented separately. 

Novelty: This research introduces a novel strategy by concatenating two pre-trained CNN architectures for mango leaf 

disease classification, a method not previously explored in this context. The model developed from this study has the 

potential to serve as a tool for the early detection and treatment of mango leaf diseases. 
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INTRODUCTION 
In this era, technological advancements are progressing at an unprecedented pace. These developments are 

making significant impacts across many sectors, including health, education, communication, and 

agriculture [1], [2], [3], [4]. Various innovations have been created to make human work in these fields 

more effective and efficient [5]. Examples of these innovations include disease diagnosis using artificial 

intelligence in health, online learning in education, social media that expands human communication access 

in communication, and plant disease detection in agriculture. In addition to detecting plant diseases, 

innovations in agriculture are increasingly leveraging artificial intelligence for various tasks, such as 

managing irrigation, analyzing soil content, and estimating crop yields [6], [7], [8].   

 

Recent technological advancements in agriculture have simplified the work of farmers. In the past, farmers 

had to inspect each plant manually to identify any diseases. Now, this problem can be solved by technology 

that automates plant health checks [9]. This agricultural technology utilizes artificial intelligence, making 

plant health checks effective and efficient [10]. The task performed by artificial intelligence for automating 

plant health checks is called image classification [11]. 

 

Mango plant (Mangifera indica L.) is an economically significant fruit plant and a key commodity in the 

agricultural industry in various countries [12]. This is due to the many benefits of mango plants. Mango 

skin and leaves play an important role in traditional medicine. Countries such as India, Nigeria, and Sri 

Lanka utilize mangoes for their medicinal properties to address various health issues, including anemia, 

malaria, and diarrhea [13]. Additionally, mangoes are a rich source of carbohydrates, proteins, fats, fiber, 

and vitamins, all of which play a vital role in supporting human health and growth [14]. 
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All plants, including mango plants, can be susceptible to diseases that may result in crop failure. This can 

be very detrimental, making it important to identify diseases affecting mango plants to protect them. 

Analyzing the condition of the roots, stems, and leaves can detect symptoms of plant diseases. Mango plant 

diseases can be caused by climate changes or other factors. Currently, one way to determine if a mango 

plant is diseased is by analyzing leaf patterns using artificial intelligence [15], [16]. A common artificial 

intelligence implementation for this purpose is using Convolutional Neural Network (CNN) algorithms for 

mango leaf classification.   

 

To classify plant leaf health, CNN is a widely used algorithm [17]. Some CNN architectures include 

InceptionV3, DenseNet201, MobileNetV2, ShuffleNetV2, EfficientNetB0 [18], [19], [20], [21], [22]. 

Various treatments can also be applied to the data and CNN architectures such as image augmentation, fine-

tuning, transfer learning, and concatenation to achieve accurate results in plant leaf health classification 

[23], [24], [25]. The selection of CNN architecture and treatments depends on the characteristics of the data 

used [26]. 

 

MobileNetV2 is a CNN architecture specifically designed for devices with limited resources, like 

smartphones. It employs depthwise separable convolutions, which help to significantly lower the number 

of parameters and computational requirements while maintaining accuracy. Additionally, MobileNetV2 

incorporates inverted residuals and linear bottlenecks that enhance the speed of the training process. This 

architecture proves to be highly efficient for various artificial intelligence tasks that involve image data, 

including image classification, object detection, and image segmentation [20].   

 

DenseNet201 is a CNN architecture that employs dense connectivity, meaning each layer is directly linked 

to all the layers before it. This design enables DenseNet201 to utilize the features learned by previous layers 

which improve feature representation. With 201 layers, this architecture is recognized for generating richer 

and more detailed feature representations. DenseNet201 has demonstrated strong performance in various 

artificial intelligence tasks that involve image data, including image classification and object detection [19]. 

 

In CNN, concatenation refers to a method of merging features from various layers, resulting in a more 

complete representation. This technique can be applied across different CNN architectures to enhance their 

ability to represent plant leaf images effectively. As a result, concatenation has the potential to outperform 

individual CNN architectures in terms of performance [25]. 

  

Several studies have been carried out using artificial intelligence including the use in the agricultural sector. 

Research by Pandiyaraju et al. [27] used spatial attention-enabled ensemble classification using VGG16 

and EfficientNetV2-B0 CNN architectures to classify mango leaf diseases, utilizing a dataset of 4,000 

images with 500 images belonging to each class. The ensemble method used achieved higher performance 

than the VGG16 and EfficientNetV2-B0 that was implemented individually. The accuracy achieved using 

said model was 97.13%, which was higher when compared to several models, namely AlexNet, Artificial 

Neural Network, and VGG16. In another study, Mahbub et al. [28] used Lightweight Convolutional Neural 

Network (LCNN) model on a dataset also consisting of 4,000 images with 500 images belonging to each 

class. LCNN is specifically designed to reduce complexity while maintaining high accuracy, ideal for 

resource-constrained environments. The accuracy obtained using said model was 98%, outperforming 

several pre-trained CNN models, namely VGG16, ResNet50, ResNet101, and Xception. 

 

Despite the impressive results achieved by previous studies, there is still potential for improvement in the 

accuracy of mango leaf disease classification. By using different CNN models compared to previous 

studies, there is a possibility of performance improvement. In particular, MobileNetV2 is known for its 

efficiency without degrading performance and DenseNet201 excels in capturing features through its dense 

connectivity structure. However, the integration of these architectures through concatenation method to 

combine their feature extraction capabilities has not been thoroughly studied. The approach could 

potentially lead to a more comprehensive feature representation which results in enhanced classification 

performance. Therefore, this research is focused on optimizing the accuracy of classifying mango leaf 

diseases by combining MobileNetV2 and DenseNet201 through concatenation method, contributing to the 

agricultural sector. 
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METHODS 

This research was conducted to obtain accuracy result from the CNN model that applies concatenation 

method. The stages of this research are data collection, image preprocessing, data split, model 

implementation, model training, and model evaluation. The stages carried out in this study are presented in 

research flow in Figure 1. 

 

 
Figure 1. Research flow 

Data collection 

The dataset utilized in this study is the “Mango Leaf Disease Dataset” which is a public dataset obtained 

from the Kaggle platform. It contains images of mango plant leaves collected from Bangladesh. Initially, 

the dataset contained 1,800 images. However, the dataset underwent processes of image rotation and 

enlargement, resulting in a total of 4,000 images. The dataset is categorized into eight distinct classes, 

including Anthracnose, Bacterial Canker, Cutting Weevil, Die Back, Gall Midge, Healthy, Powdery 

Mildew, and Sooty Mould, with each class containing 500 images [29]. Sample images from the dataset 

can be seen in Figure 2. 

 

 
Figure 2. Dataset sample 

Image preprocessing 

The dataset used will be going through preprocessing by using both image augmentation techniques and 

image resizing. Image augmentation is the process of modifying images and only applied on training data 

so that the model can recognize variety of images [23]. Image augmentation techniques used in this study 

include the following. 

1. Rescale the image from [0,255] to [0,1]. 

2. Flip the image horizontally. 

3. Flip the image vertically. 

4. Rotate the image by 40o. 
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5. Shift the image horizontally by 20%. 

6. Shift the image vertically by 20%. 

7. Apply shear transformation to the image by 20%. 

8. Zoom in on the image by 20%. 

9. Fill empty pixels that appear after augmentation using nearest pixel value. 

 

Additionally, the images will be resized from 240 x 320 pixels to 224 x 224 pixels to allow the model to 

train more efficiently. 

 

Data split 

Data collected from the dataset is split into 3 sets, namely training data, validation data, and testing data.  

The importance of data split lies in its ability to ensure that the model is trained effectively, validated to 

tune hyperparameters, and tested to evaluate performance on unseen data, to reduce overfitting and 

providing a reliable measure of model accuracy [30]. The ratio of data split for training, validation, and 

testing data is 80%:10%:10% respectively. This data split ratio is also used in research by Mahbub et al. 

[28] and achieved good result. The result of the data split is shown in Table 1. 

 

Table 1. Result of data split 
Training Data 

Percentage 

Validation Data 

Percentage 

Testing Data 

Percentage 

Training Data 

Amount 

Validation Data 

Amount 

Testing Data 

Amount 

Total 

80% 10% 10% 3,200 400 400 4,000 

 

Model implementation 

The model used concatenation method of two pre-trained CNN architectures, namely MobileNetV2 and 

DenseNet201. CNN is a type of deep learning architecture designed for processing digital images and other 

two-dimensional grid data. The primary objective of CNN is to automatically identify features from input 

data through convolutional layers to allow the model to recognize complex structures and patterns in digital 

images. A typical CNN architecture consists of several key components, including convolutional layers, 

pooling layers, activation layers, and fully connected layers. The convolutional layer employs filters that 

traverse the input image to capture essential features such as edges and lines, Meanwhile, the pooling layer 

reduces the spatial dimension of the features extracted by the convolutional layer, which helps to minimize 

the number of parameters in the model. The activation layer introduces nonlinearity into the model. Finally, 

the fully connected layer serves as the final layer of the CNN, connecting the extracted features to specific 

classes or labels. Illustration of the CNN structure can be seen in Figure 3 [31]. 

 

 
Figure 3. CNN structure [31] 

MobileNetV2 is a pre-trained CNN architecture specifically designed for mobile devices and environments 

with limited resources. It employs depthwise separable convolutions which enhance efficiency and decrease 

the number of parameters. Additionally, it features innovations such as the inverted residual block and the 

linear bottleneck technique. These features enhance feature extraction and allow deeper layers without 

increasing the model's complexity. The computational cost of depthwise separable convolutions can be seen 

in Equation 1 [20]. 

 

 𝐶𝑜𝑠𝑡 = ℎ𝑖  . 𝜔𝑖 . 𝑑𝑖(𝑘2 + 𝑑𝑗) (1) 

 

In Equation 1, ℎ𝑖 denotes the height dimension of the feature map at layer 𝑖, while 𝜔𝑖 refers to the width 

dimension of the feature map at the same layer. Next, 𝑑𝑖 indicates the number of input channels at layer 𝑖 
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and 𝑘 represents the kernel size of the convolutional layer. Additionally, 𝑑𝑗 represents the output channels 

at layer 𝑗. MobileNetV2 architecture can be seen in Figure 4. 

 

 
Figure 4. MobileNetV2 architecture 

DenseNet201 is a pre-trained CNN architecture that is part of DenseNet recognized for its dense 

connectivity. In this architecture, each layer receives input from all preceding layers, improving the flow 

of information throughout the network. DenseNet201 consists of 201 layers and is particularly effective in 

tasks related to image processing. Its distinctive dense block structure ensures that inputs from any layer 

are directly connected to all subsequent layers, resulting in optimizing the model's performance. 

DenseNet201 architecture can be seen in Figure 5. 

 



1028 | Scientific Journal of Informatics, Vol. 11, No. 4, Nov 2024 

 

 
Figure 5. DenseNet201 architecture 

In a dense block, the layers are directly connected, meaning that each layer within the block is connected 

to every subsequent layer. Each layer receives input from the features extracted by all the previous layers. 

This characteristic allows each layer in the dense block to have access to all the information generated by 

the preceding layers, enabling effective feature representation learning. The calculation of output in dense 

block can be seen in Equation 2 [19]. 

 

 𝑥𝑙 =  𝐻𝑙([𝑥0, 𝑥1, … , 𝑥𝑙−1]) (2) 

 

In Equation 2, 𝑥𝑙 represents the output of layer 𝑙,  𝐻𝑙 represents the operation applied to layer 𝑙, and 

[𝑥0, 𝑥1, … , 𝑥𝑙−1] represents the concatenation of the outputs of all previous layers in the block. The 

illustration of dense block 1 can be seen in Figure 6. 

 

 
Figure 6. Dense block 1 illustration 

Concatenation in neural networks combines outputs from multiple layers, forming a larger vector or matrix 

that incorporates information from all layers. This method enhances feature representation and model 

performance by integrating features from various layers. The general process includes defining input and 
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processing layers, combining features using a concatenate layer, and passing the combined features to a 

fully connected layer for final prediction. Using the concatenation method for different CNN architectures 

has the potential to improve the model because it allows the model to leverage the strengths of multiple 

architectures simultaneously. By combining features from MobileNetV2, known for its efficiency, and 

DenseNet201, known for its dense connectivity, the model can capture a broader range of patterns within 

the data. This enables the model to benefit from both architectures. Consequently, this approach can 

enhance the model’s accuracy. In this research, the steps for implementing concatenation method of 

MobileNetV2 and DenseNet201 are as follows. 

1. Define the input layer. 

2. Load the MobileNetV2 architecture and configure it to take input from the input layer. 

3. Load the DenseNet201 architecture and configure it to take input from the input layer. 

4. Use flatten layers to transform the outputs from both architectures into one-dimensional vectors. 

5. Use a concatenate layer to merge the outputs processed by the flatten layer. 

6. Apply a dense layer to prevent overfitting. 

7. Apply an output layer that uses the softmax activation function to classify images into one of 8 

different classes. 

 

The pseudocode implementing concatenation method of MobileNetV2 and DenseNet201 in this research 

is shown below. 

 

BEGIN 

SET n_classes = 8 

SET input_shape = (224, 224, 3) 

 

CREATE input_layer with shape = input_shape 

 

LOAD MobileNetV2 model with input = input_layer 

FREEZE all layers in MobileNetV2 

 

LOAD DenseNet201 model with input = input_layer 

FREEZE all layers in DenseNet201 

mobilenet_output = FLATTEN output of MobileNetV2 

densenet_output = FLATTEN output of DenseNet201 

 

concatenated_features = CONCATENATE mobilenet_output and 

densenet_output 

 

x = ADD Dense layer with 64 neurons 

output = ADD Output Dense layer with n_classes neurons 

 

RETURN output 

END 

 

The model implementing concatenation method of MobileNetV2 and DenseNet201 can be seen in Figure 

7. 
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Figure 7. Model implementing concatenation method of MobileNetV2 and DenseNet201 

Train model 

The model will be trained using the Keras library by configuring some hyperparameters. Hyperparameters 

are crucial as they significantly influence the model's learning process and performance [32]. The 

hyperparameters used can be seen in Table 2. 

 

Table 2. Hyperparameters 
Hyperparameter Value/Type 

Optimizer Adam 

Loss function Categorical crossentropy 

Metrics Accuracy 

Epoch 50 

 

Model evaluation 

At this stage an evaluation is carried out from the previous stage, namely the testing stage. The authors use 

a confusion matrix that serves as foundation to calculate the accuracy of the model. Confusion matrix can 

be seen in Table 3 [33]. 

Table 3. Confusion matrix 

Actual 
Predicted 

Positive (P) Negative (N) 

Positive (P) TP FN 

Negative (N) FP TN 

 

In Table 3, True Positive (TP) refers to cases where positive instances are correctly identified, while True 

Negative (TN) represents correctly identified negative instances. False Positive (FP) occurs when negative 

instances are mistakenly classified as positive and False Negative (FN) refers to positive instances 

incorrectly classified as negative. Accuracy is calculated as the ratio of correctly classified data points to 

the total number of data points in the test dataset which will be calculated through Equation 3 [34]. 

 

 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

(3) 
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RESULTS AND DISCUSSIONS 

The images used as training data were augmented and resized by using Keras library. Examples of images 

obtained by image augmentation techniques and resizing can be seen in Figure 8. 

 

 
Figure 8. Image augmentation and resizing 

After image augmentation and resizing, the CNN model will be trained. There are three models that will be 

trained. Each model uses the hyperparameters that has been mentioned in Table 2. The first model is built 

using MobileNetV2 while the second model utilizes DenseNet201. The third model combines both 

architectures by applying the concatenation method to merge the features of MobileNetV2 and 

DenseNet201. The models achieved by training can be evaluated by using testing data to get the accuracy 

of the models. Accuracy comparison of the results of testing for each model can be seen in Table 4. 

 

Table 4. Accuracy comparison of models 
Model Accuracy 

MobileNetV2 98% 

DenseNet201 98.75% 

Concatenation of MobileNetV2 and DenseNet201 99.25% 

 

Table 4 shows that each model resulted in high accuracy result. However, the model that implemented 

concatenation method of MobileNetV2 and DenseNet201 resulted in higher accuracy than MobileNetV2 

and DenseNet201 that were implemented separately. When the models were implemented separately, they 

struggled to capture the features of the data due to the limitations of each architecture. MobileNetV2, which 

was designed for efficiency, focuses on reducing computation with its layers, which can potentially 

compromise its ability to capture complex features. Meanwhile, DenseNet201, while effective at feature 

representation due to its dense connections, may not extract diverse features when implemented 

individually, especially in the context of a dataset that requires more intricate learning. By combining the 

outputs of both models through concatenation method, the model leverages the strengths of each 

architecture, enabling better generalization and feature capturing, which leads to improved accuracy. 
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Based on the research conducted in this study, the model achieved a high accuracy result and showed 

improvement compared to previous studies. Comparison of the accuracy obtained from this study with 

previous studies can be seen in Table 5. 

 

Table 5. Comparison of accuracy result 
Algorithm Reference Accuracy 

Spatial Attention Enabled Ensemble Classification of VGG16 and EfficientNetV2-B0 [27] 97.13% 

 

Lightweight CNN [28] 98% 

Proposed method (concatenation of MobileNetV2 and DenseNet201)  99.25% 

 

Table 5 shows that the model developed in this study achieved higher accuracy result than previous studies 

by Pandiyaraju et al. [27] and Mahbub et al. [28]. Specifically, the model that used concatenation method 

of MobileNetV2 and DenseNet201 resulted in an accuracy that is 1.25% higher compared to Lightweight 

CNN used by Mahbub et al. [28]. 

 

CONCLUSION 

In conclusion, using the CNN model that applies the concatenation method of MobileNetV2 and 

DenseNet201 architectures results in good performance for classifying mango leaf diseases. The model 

achieved a high testing accuracy of 99.25%, outperforming MobileNetV2 and DenseNet201 when 

implemented separately. This improvement in classification accuracy contributes to advancing agriculture 

by enabling the early detection and management of mango leaf diseases, which can minimize crop losses 

and enhance productivity. Moreover, the combination of MobileNetV2 and DenseNet201 through the 

concatenation method also highlights the potential for performance improvements by integrating CNN 

architectures, contributing to broader field of artificial intelligence and its applications. 
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