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Abstract. 

Purpose: Hiragana image classification poses a significant challenge within the realms of image processing and 

machine learning. Despite advances, achieving high accuracy in Hiragana character recognition remains elusive. In 

response, this research attempts to enhance recognition precision through the utilization of a Convolutional Neural 

Network (CNN). Specifically, the study explores the efficacy of three distinct optimizers like Adam, Stochastic 

Gradient Descent with Momentum (SGDM), and RMSProp in improving Hiragana character recognition accuracy. 

Methods: This research adopts a systematic approach to evaluate the performance of a Convolutional Neural Network 

(CNN) in the context of Hiragana character recognition. A meticulously prepared dataset is utilized for in-depth testing, 

ensuring robustness and reliability in the analysis. The study focuses on assessing the effectiveness of three prominent 

optimization methods: Stochastic Gradient Descent (SGD), RMSProp, and Adam. 

Result: The results of the model performance evaluation show that the highest accuracy was obtained from the RMSP 

optimizer with an F1-Score reaching 99.70%, while the highest overall accuracy was 99.87% with the Adam optimizer. 

The analysis is carried out by considering important metrics such as precision, recall, and F1-Score for each optimizer.  

Novelty: The performance results of the developed model are compared with previous studies, confirming the 

effectiveness of the proposed approach. Overall, this research makes an important contribution to Hiragana character 

recognition, by emphasizing the importance of choosing the right optimizer in improving the performance of image 

classification models. 
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INTRODUCTION 
Hiragana characters are one of the important components of Japanese characters used in everyday writing 

and communication [1]. Hiragana consists of simple characters that represent syllables and sounds in 

Japanese. A strong understanding of Hiragana characters is very important in learning Japanese, especially 

for new learners who want to master the basics of the language. However, learning Hiragana characters 

often requires a long time and demands high concentration. Analysis of the problem reveals that the lack 

of efficient and interactive learning aids can be a major obstacle in learning Hiragana characters [2], [3], 

[4]. Traditional learning methods often fail to engage students and make the learning process more tedious. 

The specific problem addressed in this research is the inefficiency and lack of interactivity in current 

Hiragana learning aids, which hampers effective language acquisition. Learners often struggle with 

memorization and recognition of characters due to repetitive and monotonous practice methods. 

Consequently, there is a need for innovative tools that can facilitate a more engaging and efficient learning 

experience. To overcome these challenges, researcher propose the development of a Convolutional Neural 

Network (CNN)-based application tailored for classifying and learning Hiragana characters. CNNs are 

powerful in image recognition tasks and can significantly enhance the learning process by providing 

immediate feedback and interactive learning experiences. This application aims to transform the traditional 

learning methods by integrating advanced machine learning techniques, thus making the learning process 
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more effective and enjoyable for Japanese language learners. The significance of this research lies in its 

potential to bridge the gap in existing learning tools by introducing a novel, technology-driven approach to 

language education. 

 

Convolutional Neural Networks (CNN) have become the main foundation in various image processing and 

pattern recognition applications [5], [6], [7]. In the context of this research, CNN will play a key role in 

classifying Hiragana characters [7], [8]. The basic concept of CNN is similar to the function of the human 

brain, where connected artificial neurons will process information in Hiragana character image data. The 

ability of CNN to understand and recognize complex patterns in data makes it a very potential tool for 

solving Hiragana character classification problems [9], [10], [11]. Here, the aim of experiment is to develop 

a CNN-based application that is able to classify Hiragana characters with high accuracy. The application 

development process will include key steps such as collecting a labeled Hiragana character dataset, data 

preprocessing to prepare suitable data for model training, selecting and configuring an optimal CNN 

architecture, and training and evaluating the model using relevant metrics. The app will not only serve as a 

learning aid for Hiragana characters, but will also include additional features such as pronunciation training 

and interactive exercises to enrich the Japanese language learning experience. 

 

In Literature Reviews related to image analysis, the use of Convolutional Neural Network (CNN) methods 

has been the subject of in-depth discussion [6], [7], [12], [13], [14], [15]]. Many researchers have adopted 

the CNN approach to perform image classification with high precision and accuracy, especially in the 

context of character classification such as Hiragana. Research [8] provide an interesting view regarding 

Hiragana character recognition using the Convolutional Neural Network (CNN) method. In his study, 

researcher focused on using preprocessing techniques with a thresholding approach to prepare data before 

the identification process. Next, a normalization and filtering stage is implemented to remove noise that 

may be present in the character image. At the training stage, researcher utilizes maxpooling and dense 

techniques as key approaches in the model training process. Interestingly, in the testing stage, the Optimizer 

Adam method is adopted to ensure the developed model has optimal performance. In his experiments, 

researcher succeeded in collecting a dataset of 1000 images representing 50 Hiragana characters, with a 

ratio of 950 data for training and 50 data for testing. As a result, with this approach, researcher managed to 

achieve an accuracy rate of 95%, showing the effectiveness of his proposed approach in classifying 

Hiragana characters. 

 

Research [16] have proposed a Hiragana character classification method using a machine learning-based 

approach with minimal training data, prioritizing efficiency in computing power and time consumption. 

His work shows that by utilizing image recognition techniques, the proposed model is able to process 

samples from the dataset effectively. Furthermore, researchers have implemented six different models 

based on convolutional neural networks (CNN), using preprocessed image templates. In his research, 

researcher divided the dataset into training and validation data with a ratio of 5:95, which then resulted in 

the highest accuracy of 96.95% among the various models tested. These results demonstrate significant 

progress in the field of Hiragana character classification, especially when compared with the previously 

existing 80:20 training ratio-based classification.  

 

Research [17] shows the importance of using the Convolutional Neural Network (CNN) method in 

recognizing handwriting of Hiragana characters in Japanese. According to this researcher, the Hiragana 

writing process has basic stroke rules that must be adhered to, namely curved lines and strokes with the 

writing direction from top to bottom or from left to right. In his experiment, researcher used 1000 image 

datasets with a variety of 50 characters, where each character had 20 image samples. For evaluation, he 

divided the dataset in a ratio of 70:30 and 60:40. The results show that using a 70:30 dataset split produces 

an accuracy of 86.5%, while with a 60:40 ratio, the accuracy drops to 83%. These findings confirm that the 

proportion of dataset divisions affects model performance, and the emphasis in this research is to achieve 

optimal accuracy in Hiragana character recognition via the CNN approach. 

 

Based on an analysis of three relevant pieces of literature, the approach proposed in this research combines 

the power of a Convolutional Neural Network (CNN) with the application of various optimizers that have 

been proven effective in previous literature. Specifically, this research will utilize the Adam optimizer, 

which is known for its ability to adapt the learning rate dynamically and efficiently, to improve model 

convergence and accuracy. In addition, to get a comprehensive picture and compare performance, this 

research also considers the use of Stochastic Gradient Descent (SGD), which has become one of the classic 
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optimization methods in machine learning. Not only that, this approach also includes testing with the 

RMSProp optimizer, which is known to be effective in dealing with learning rate scaling problems and non-

stationary variables. By integrating these three optimizers, this research seeks to create a robust and adaptive 

framework to increase the efficiency and accuracy of Hiragana character classification using the CNN 

approach. 

 

METHODS 

The flow begins with the data collection stage, where the Hiragana character dataset is collected and 

prepared for the next process. After collecting data, the next step is to divide the data into two subsets, 

namely 80% of the data for the training stage and 20% for the testing stage. In the training stage, the CNN 

model is applied and trained using three different optimizers: Adam, SGDM, and RMSProp, to compare 

the effectiveness and performance of each optimizer in the training process. After the model is trained using 

the three optimizers, the evaluation stage is carried out using the Confusion Matrix to measure the 

performance and accuracy of the model. Confusion Matrix provides a clear picture of how well the model 

is at classifying Hiragana characters by comparing predictions with actual labels. After evaluation, the final 

stage is classification testing, where the trained model is re-evaluated using test data to measure accuracy, 

precision, recall, and other metrics to determine the model's effectiveness in classifying Hiragana 

characters. This flow can be seen in Figure 1. 

 

 
Figure 1. Experiment stages 

 

Data collection 

The dataset obtained from the Kaggel Platform resource, consists of a total of 4,600 image samples divided 

evenly, namely 100 samples per class, with a total of 46 classes. Each class represents a specific Hiragana 

character, ensuring a balanced and comprehensive representation of all characters in the alphabet Hiragana. 

With this dataset structure, research can ensure that the models developed will be trained with sufficient 

and representative data for each character, enabling high accuracy and good generalization when the 

classification process is carried out. Sample datasets can be seen in Figure 2. 

 

 
Figure 2. Framework of k-medoids clustering 

 

Pre-processing 

In this research, Hiragana characters serve as the focal point, yet details regarding the preprocessing of the 

images are pivotal for understanding the data preparation process thoroughly. The preprocessing stages, 

including cropping, resizing, and normalization, are integral to ensuring the suitability of the dataset for 

model training [12], [13]. Firstly, cropping is implemented to eliminate irrelevant parts from the image, 

such as excessive white background or any surrounding noise that may not contribute to character 

recognition. This step is crucial for enhancing the signal-to-noise ratio and focusing the model's attention 

on the relevant features of the characters. Secondly, resizing the images to a consistent size, such as 256 x 
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256 pixels, ensures uniformity and facilitates compatibility with the model architecture [14]. This 

consistency optimizes computational efficiency and enables effective feature extraction during the training 

process. Finally, normalization adjusts the pixel values of the images to a standardized scale, enhancing 

model convergence and stability during training. Regarding the statement about meeting the model's needs, 

the criteria for cropping and resizing are guided by the necessity to provide the model with clear, relevant 

input data while minimizing computational complexity. For instance, irrelevant parts may include excessive 

whitespace or artifacts that do not contribute to character recognition, while the model's needs refer to 

ensuring the images are of a size and format compatible with the model architecture. Therefore, by 

meticulously implementing these preprocessing stages, the dataset is carefully curated to optimize the 

performance of the model during training and ultimately improve Hiragana character recognition accuracy. 

Pre-processing samples can be seen in Figure 3. 

 

 

Figure 3. Image pre-processing 

 

Figure 3 illustrates the process of image pre-processing applied to Hiragana character samples. In Figure 3 

(a) are the original sample image, which may contain various imperfections such as noise, uneven lighting, 

and background distractions. Figure 3 (b) demonstrates the pre-processed image, where these imperfections 

have been effectively mitigated. The enhanced image in Figure 3 (b) shows a clearer and more defined 

representation of the Hiragana character, with improved contrast and sharpness. 

 

Convolutional neural network 

Convolutional Neural Network is a method included in the Feed Forward Neural Network class which is 

inspired by the visual cortex of the brain and is specifically for processing data that has a grid structure 

[15], [16]. CNN has several types of layers that can be used, namely subsampling layers, convolutional 

layers, loss layers and fully connected layers [2], [17], [18], [19]. CNN is an important foundation in 

Hiragana classification which is able to automatically understand, extract and classify unique features from 

Hiragana letters [20]. Layer-based CNN can be seen in Figure 4. 

 

 
Figure 4. Proposed CNN 

 

Hyperparameter and parameter initialization 

The training strategy utilized in this study involves the implementation of three optimization algorithms: 

Adam, RMSProp, and Stochastic Gradient Descent with Momentum (SGDM). Adam, short for Adaptive 

Moment Estimation, combines elements of both RMSProp and Momentum optimization methods. It 

  

(a) Original Sample (b) Pre-Processed 
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computes adaptive learning rates for each parameter by incorporating both the first and second moments of 

the gradients. RMSProp, on the other hand, adapts the learning rate for each parameter based on the moving 

average of squared gradients, thereby addressing the issue of vanishing or exploding gradients. SGDM 

Stochastic integrates momentum into the stochastic gradient descent algorithm, enabling faster convergence 

by dampening oscillations in the optimization process [21], [22], [23], [24]. 

 

Based on Learning CNN Architecture in Figure 4, Parameters are determined to ensure optimal and efficient 

model training. Specifically, this study set the maximum number of epochs at 8 times, indicating a focus 

on careful training iteration to prevent overfitting or excess training. Next, the learning rate of the model 

was set at 0.0001, a value chosen carefully to ensure stable and effective convergence during the training 

process. Additionally, the validation frequency is also set at 30 intervals, allowing periodic evaluation of 

the model to ensure optimal performance. To maximize training efficiency and speed, this research was 

carried out utilizing GPU resources, speeding up the computing process and enabling the handling of large 

data volumes more quickly and effectively. 

 

Evaluation method 

Confusion matrix is an evaluation tool commonly used in classification analysis to measure model 

performance [25]. This matrix describes the extent to which the classification model is able to correctly 

predict instances of each class. Consisting of four cells: True Positive (TP), True Negative (TN), False 

Positive (FP), and False Negative (FN), the confusion matrix presents the number of predictions that match 

and do not match reality. From this matrix, a number of evaluation metrics can be calculated, such as 

accuracy, precision, recall, and F1 value, providing a comprehensive view of the model's performance in 

dealing with diverse datasets. Confusion matrices help researchers and practitioners to understand more 

deeply the strengths and weaknesses of classification models [26], [27], facilitating more informed decision 

making in the development and improvement of such models [28], as seen in equation (1) until equation 

(4). 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (3) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙
 (4) 

 

RESULTS AND DISCUSSIONS 

The first stage in this research, before going through training, pre-processing steps are carried out which 

can be seen in Algorithm 1. After the pre-processing process is complete, the next step in this research is 

to initialize the Convolutional Neural Network (CNN) based layer. Initializing this layer is a crucial stage 

that allows the model to understand and extract important features from the previously processed dataset. 

The initialization of the CNN layer can be seen in Algorithm 2. After adding the layers mentioned in 

algorithm 2, the CNN model then undergoes a training process. The training process was conducted on a 

machine equipped with a Ryzen 7 5600 processor, an RTX 2060 Super graphics card, 16GB of RAM, and 

a 2TB SSD. At this stage, the model is given training data to learn important features from the Hiragana 

character dataset that has been previously processed. During the training process, the model parameters will 

be adjusted based on the calculated loss function, with the aim of optimizing the model's performance in 

classifying the images. Details of the training progress graph can be found and analyzed further in Figure 

5. 
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Algorithm 1: Pre-Processing 

Function 𝑅𝑒𝑠𝑖𝑧𝑒 (𝑖𝑚𝑎𝑔𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡_𝑠𝑖𝑧𝑒): 
    𝑖𝑚𝑎𝑔𝑒_𝑟𝑒𝑠𝑖𝑧𝑒𝑑 =  𝑅𝑒𝑠𝑖𝑧𝑒 (𝑖𝑚𝑎𝑔𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡_𝑠𝑖𝑧𝑒) 

    Return 𝑖𝑚𝑎𝑔𝑒_𝑟𝑒𝑠𝑖𝑧𝑒𝑑 

End Function 

Function 𝐶𝑟𝑜𝑝 (𝑖𝑚𝑎𝑔𝑒, 𝑐𝑟𝑜𝑝_𝑠𝑖𝑧𝑒): 
    𝑠𝑡𝑎𝑟𝑡_𝑥 =  (𝑤𝑖𝑑𝑡ℎ(𝑖𝑚𝑎𝑔𝑒)  −  𝑐𝑟𝑜𝑝_𝑠𝑖𝑧𝑒) / 2 

    𝑠𝑡𝑎𝑟𝑡_𝑦 =  (ℎ𝑒𝑖𝑔ℎ𝑡(𝑖𝑚𝑎𝑔𝑒)  −  𝑐𝑟𝑜𝑝_𝑠𝑖𝑧𝑒) / 2 

𝑐𝑟𝑜𝑝𝑝𝑒𝑑_𝑖𝑚𝑎𝑔𝑒 =  𝑖𝑚𝑎𝑔𝑒[𝑠𝑡𝑎𝑟𝑡_𝑥: 𝑒𝑛𝑑_𝑥, 𝑠𝑡𝑎𝑟𝑡_𝑦: 𝑒𝑛𝑑_𝑦] 
    Return 𝑐𝑟𝑜𝑝𝑝𝑒𝑑_𝑖𝑚𝑎𝑔𝑒 

End Function 

Function Normalize (image): 

    𝑚𝑒𝑎𝑛_𝑣𝑎𝑙𝑢𝑒 =  ℎ𝑖𝑡𝑢𝑛𝑔_𝑟𝑎𝑡𝑎_𝑟𝑎𝑡𝑎(𝑖𝑚𝑎𝑔𝑒) 

    𝑠𝑡𝑑_𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 =  ℎ𝑖𝑡𝑢𝑛𝑔_𝑠𝑡𝑎𝑛𝑑𝑎𝑟_𝑑𝑒𝑣𝑖𝑎𝑠𝑖(𝑖𝑚𝑎𝑔𝑒) 

    𝑛𝑜𝑟𝑚_𝑖𝑚𝑎𝑔𝑒 =  (𝑖𝑚𝑎𝑔𝑒 −  𝑚𝑒𝑎𝑛_𝑣𝑎𝑙𝑢𝑒) / 𝑠𝑑𝑣 

    Return 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑_𝑖𝑚𝑎𝑔𝑒 

End Function 

 
Algorithm 2: CNN Layers 

Function 𝐼𝑛𝑖𝑠𝑖𝑎𝑙𝑖𝑠𝑎𝑠𝑖_𝑀𝑜𝑑𝑒𝑙_𝐶𝑁𝑁 (): 
    𝑚𝑜𝑑𝑒𝑙 =  𝑆𝑒𝑞𝑢𝑒𝑛𝑡𝑖𝑎𝑙 () 

𝑚𝑜𝑑𝑒𝑙. 𝑎𝑑𝑑 (𝐶𝑜𝑛𝑣2𝐷(𝑓𝑖𝑙𝑡𝑒𝑟𝑠 = 32, 𝑘𝑒𝑟𝑛𝑒𝑙_𝑠𝑖𝑧𝑒 = (3, 3), 𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 = ′𝑟𝑒𝑙𝑢′, 𝑖𝑛𝑝𝑢𝑡_𝑠ℎ𝑎𝑝𝑒 = (𝑖𝑛𝑝𝑢𝑡_𝑑𝑖𝑚))) 

    𝑚𝑜𝑑𝑒𝑙. 𝑎𝑑𝑑(𝑀𝑎𝑥𝑃𝑜𝑜𝑙𝑖𝑛𝑔2𝐷(𝑝𝑜𝑜𝑙_𝑠𝑖𝑧𝑒 = (2, 2))) 

    𝑚𝑜𝑑𝑒𝑙. 𝑎𝑑𝑑(𝐶𝑜𝑛𝑣2𝐷(𝑓𝑖𝑙𝑡𝑒𝑟𝑠 = 64, 𝑘𝑒𝑟𝑛𝑒𝑙_𝑠𝑖𝑧𝑒 = (3, 3), 𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 = ′𝑟𝑒𝑙𝑢′)) 

    𝑚𝑜𝑑𝑒𝑙. 𝑎𝑑𝑑(𝑀𝑎𝑥𝑃𝑜𝑜𝑙𝑖𝑛𝑔2𝐷(𝑝𝑜𝑜𝑙_𝑠𝑖𝑧𝑒 = (2, 2))) 

    𝑚𝑜𝑑𝑒𝑙. 𝑎𝑑𝑑(𝐹𝑙𝑎𝑡𝑡𝑒𝑛()) 

𝑚𝑜𝑑𝑒𝑙. 𝑐𝑜𝑚𝑝𝑖𝑙𝑒(𝑜𝑝𝑡𝑖𝑚𝑖𝑧𝑒𝑟 = ′𝑎𝑑𝑎𝑚′, 𝑙𝑜𝑠𝑠 = ′𝑐𝑎𝑡𝑒𝑔𝑜𝑟𝑖𝑐𝑎𝑙_𝑐𝑟𝑜𝑠𝑠𝑒𝑛𝑡𝑟𝑜𝑝𝑦′, 𝑚𝑒𝑡𝑟𝑖𝑐𝑠 = [′𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦′]) 

    return 𝑚𝑜𝑑𝑒𝑙 
End Function 

 

Based on the algorithms provided above, the image pre-processing stage (Algorithm 1) consists of three 

functions: Resize, Crop, and Normalize. The Resize function resizes the input image to the target size, while 

the Crop function extracts a central region from the image based on the specified crop size. Subsequently, 

the Normalize function calculates the mean value and standard deviation of the image and normalizes it 

accordingly. Moving on to the CNN layers (Algorithm 2), the Inisialisasi_Model_CNN function initializes 

a Convolutional Neural Network (CNN) model using the Sequential API. The model comprises two sets of 

convolutional and max-pooling layers, followed by a flattening layer to prepare the data for the fully 

connected layers. Finally, the model is compiled with the Adam optimizer, categorical cross-entropy loss 

function, and accuracy metric. 

 

Based on the analysis carried out on Figure 5, it can be concluded the model performance has been evaluated 

and analyzed through the use of the Confusion Matrix. The Confusion Matrix which describes the model's 

classification performance for each specific Hiragana character class can be seen further in Table 1. It can 

be clearly seen the number of correct and incorrect predictions for each class, allowing researchers to 

evaluate the level of accuracy, precision, recall, and F1-Score. Based on Table 1, we can conclude that the 

CNN model shows excellent performance with the three optimizers used. 
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Figure 5. Training graph and graph loss 

 

Based on table 1, the evaluation results indicate that Adam achieves the highest accuracy at 99.87%, with 

precision, recall, and F1-Score values of 98%, 100%, and 99%, respectively. Meanwhile, SGDM achieves 

an accuracy of 99.25% with identical precision and recall to Adam, albeit with a slightly lower F1-Score 

of 99%. The RMSP optimizer demonstrates an accuracy of 99.31%, with a precision of 99.25%, perfect 

recall, and the highest F1-Score of 99.70% among the three evaluated optimizers. After the internal 

evaluation process has been completed, the next step in this research is to compare the performance of the 

model developed with relevant previous research. The results can be seen in Table 2. 

 

Table 1. The confusion matrix result 
Optimizer Accuracy Precision Recall F1-Score 

Adam 99.87% 98% 100% 99% 

SGDM 99.25% 98% 100% 99% 

RMSP 99.31% 99.25% 100% 99.70% 

 

Table 2. The comparison result based on previous research 
Previous Research Method Accuracy Precision Recall F1-Score 

[8] Base CNN Adam Optimizer 95% - - - 

[29] Base CNN Adam Optimizer 96.95% - - - 

[30] Base CNN Adam Optimizer 86.5% - - - 

Proposed Method 

CNN with Adam Optimizer 99.87% 98% 100% 99% 

CNN with SGDM Optimizer 99.25% 98% 100% 99% 

CNN with RMSP Optimizer 99.31% 99.25% 100% 99.70% 

 

CONCLUSION 

Model performance with various optimizers used, it can be seen that the CNN model achieves a very high 

level of accuracy with all three optimizers applied. With the Adam optimizer, the model managed to achieve 

an accuracy of 99.87%, with precision and recall values of 98% and 100% respectively, and an F1-Score 

reaching 99%. Meanwhile, by using the SGDM optimizer, the model recorded an accuracy of 99.25%, with 

equally optimal precision and recall values of 98% and 100%, and an F1-Score reaching 99%. No less 

impressive, the use of the RMSP optimizer also shows satisfactory results with 99.31% accuracy, 99.25% 

precision, 100% recall, and F1-Score reaching 99.70%. From the data shown, although all three optimizers 

show excellent performance, the RMSP optimizer stands out with the highest F1-Score, showing its 

effectiveness in classifying Hiragana characters with extraordinary precision. The overall results from 

Table 1 confirm that the developed models are highly competent in their classification tasks, with each 

optimizer offering its own advantages in handling the Hiragana character dataset. For future research and 

development in the field of Hiragana character recognition using Convolutional Neural Networks (CNNs), 

a promising area for exploration is the integration of transfer learning techniques. Transfer learning involves 

leveraging pre-trained CNN models on large-scale image datasets and fine-tuning them for specific tasks 

with smaller datasets, such as Hiragana character recognition. By adopting transfer learning, researchers 
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can benefit from the knowledge and feature representations learned from vast image datasets, potentially 

enhancing the performance and efficiency of Hiragana classification models, especially in scenarios with 

limited training data. Furthermore, exploring transfer learning approaches tailored specifically to the 

nuances of Hiragana characters could lead to novel insights and advancements in the field. Additionally, 

the integration of natural language processing (NLP) technology holds great potential for enriching 

Hiragana character learning applications. 
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