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Abstract. 
Purpose: The advancement of digital technology has significantly changed the financial transaction system, but has also led to an 

increase in cybercrime, especially credit card fraud. This crime poses a significant financial threat, with reported losses reaching 
hundreds of millions of dollars annually. This study aims to improve the effectiveness of fraud detection using the Logistic Regression 

(LR) algorithm, which although widely used in binary classification, is still vulnerable to challenges with imbalanced data. The goal 

is to optimize LR using the Grey Wolf Optimizer (GWO) to improve accuracy and reliability. 
Methods: This research implements a Logistic Regression (LR) model whose hyperparameters are optimized using Grey Wolf 

Optimizer (GWO) algorithm. The model was trained and tested on a public Kaggle dataset containing 284,807 credit card transactions. 

Data preprocessing includes handling outliers using Interquartile Range (IQR) method and handling class imbalance using 
KMeansSMOTE. Evaluation metrics include accuracy, precision, recall, f1-score, and specificity based on confusion matrix.  

Result: The baseline LR model achieved 99.92% accuracy, 75.18% precision, 74.73% recall, 75.45% F1-score, and 99.96% 

specificity. After GWO optimization, the model improved to 99.94% accuracy, 85.96% precision, 83.08% recall, 84.01% F1-score, 
and 99.97% specificity, showing a significant performance boost. This represents a notable improvement in key metrics for fraud 

detection, with an increase of 14.3% in precision, 11.2% in recall, and 11.3% in the F1-score, demonstrating a more robust model. 

Novelty: This study proposed the application of the Grey Wolf Optimizer (GWO) for hyperparameter tuning of a Logistic Regression 
model in the context of fraud detection. Unlike conventional optimization techniques that can be computationally expensive, our 

GWO-based approach offers an efficient and effective method for discovering optimal model settings. The optimized model not only 

outperforms the baseline LR but also presents a scalable and powerful solution for financial institutions to improve the accuracy of 
their fraud detection systems. 
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INTRODUCTION 
The advent of digital technology has precipitated a paradigm shift within the financial sector, giving rise to 

innovations such as big data, artificial intelligence, blockchain, and the internet of things [1], [2], [3]. This 

transformation modifies the transaction system from conventional methods to modern cashless payment 

systems such as debit cards, credit cards, and QRIS, which offer convenience and security in transactions 

[4], [5], [6]. However, concomitant with this progress, significant challenges emerge in the domain of 

digital security, particularly the proliferation of fraudulent activities such as credit card fraud [7], [8], [9], 

[10]. According to a report by the Federal Trade Commission (FTC), the United States experienced 114,694 

cases of credit card fraud in 2023, resulting in financial losses amounting to USD 246.5 million. On a global 

scale, the financial losses incurred as a result of credit card fraud amounted to USD 34 billion in 2022, and 

it is anticipated that this figure will rise to USD 43 billion by 2026. 

 

In response to these threats, the financial industry has begun to adopt technologies such as machine learning 

to detect suspicious transactions in real-time [11], [12], [13]. A multitude of algorithms have been utilized 

in this context, including those such as Graph Neural Network, Graph-Based Anomaly Detection, and 

Support Vector Machine [14], [15], [16]. However, it should be noted that the majority of these methods 

possess certain drawbacks in terms of computational efficiency and adaptability to evolving fraud patterns. 

Consequently, this research focuses on the Logistic Regression (LR) algorithm, prized for its computational 

efficiency and interpretability in binary classification tasks like fraud detection [17], [18], [19]. However, 

LR exhibits limitations in processing imbalanced data, necessitating the implementation of an optimization 

approach. 
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In order to enhance the efficacy of LR, this research incorporates the Grey Wolf Optimizer (GWO) 

optimization algorithm to make precise adjustments to the model parameters [20], [21]. The GWO, which 

draws inspiration from the social behavior of grey wolves, has been demonstrated to be effective in 

optimizing LR weights and biases while preventing overfitting.  Known for its excellent balance between 

the exploration and exploitation phases of the search process, GWO is adept at navigating complex solution 

spaces to find global optima, often outperforming other popular metaheuristics like Particle Swarm 

Optimization (PSO) or Genetic Algorithms (GA) which can be prone to premature convergence in certain 

scenarios [22]. The objective of this research is to develop a more accurate and adaptive credit card 

transaction fraud detection model through a combination of LR and GWO, a method that has not been 

widely explored in previous studies. It is anticipated that this approach will enhance the reliability and 

relevance of fraud detection systems in addressing security challenges in the digital era. 

 

Research related to the detection of fraud in credit card transactions has been carried out with various 

approaches and methods. Research by Itoo & Satwinder [23] compared Logistic Regression (LR), Naïve 

Bayes, and KNN algorithms using Random Under-Sampling (RUS) to overcome data imbalance. However, 

this approach has the potential to remove important information from the majority class, thereby decreasing 

the model's accuracy. Khalid et al. [24] implemented an ensemble approach that incorporated machine 

learning (ML) algorithms, including logistic regression (LR), k-nearest neighbors (KNN), random forest, 

bagging, and AdaBoost, in conjunction with resampling techniques such as under-sampling and synthetic 

minority over-sampling technique (SMOTE). This approach was further augmented by feature selection, 

leading to an LR accuracy of 94.4%. However, it should be noted that the study did not involve the 

application of optimization methods. Concurrently, Dang et al. [25] employed the LR algorithm in 

conjunction with the SMOTE and ADASYN approaches. Their findings indicated that the maximum 

accuracy attained by LR was 97.53% following resampling. However, this level of accuracy was achieved 

without the implementation of performance enhancement strategies through hyperparameter optimization. 

 

Another study by Mniai et al. [26] employed a range of algorithms, including LR, and optimized the SVDD 

model using the PSLPSO method. Despite the evident enhancement in the outcomes pertaining to SVDD, 

the utilization of LR merely resulted in an 88% accuracy rate. This is attributable to the implementation of 

under-sampling, a process with the potential to diminish classification performance. Furthermore, Y. Tang 

& Liang [27] proposed Federated Graph Learning and compared several algorithms, including CLR and 

FCNN. The former algorithm obtained 96.49% accuracy. However, the cosine similarity technique 

employed is not sufficiently sophisticated to manage imbalanced data, and it lacks integration with 

advanced optimization methodologies. 

 

The critical research gap, therefore, is the lack of a holistic approach that moves beyond data preprocessing 

to fundamentally enhance the model itself. While resampling adjusts the data to fit an algorithm, 

hyperparameter optimization adjusts the algorithm to better fit the complexities of the original data—a 

potentially more powerful and robust strategy. The application of a sophisticated metaheuristic algorithm 

like GWO to optimize an LR model for this specific problem represents a significant, underexplored 

opportunity. This study aims to fill this gap by proposing an integrated LR-GWO model. We hypothesize 

that this combination will yield a more effective and reliable solution for fraud detection than methods that 

rely solely on resampling techniques or non-optimized models. 

 

METHODS 

This study employs a quantitative approach to detect fraudulent transactions in a credit card activity dataset. 

The methodology is based on a computational experiment, training and testing machine learning 

algorithms. Specifically, this research focuses on the Logistic Regression (LR) algorithm as the main 

classification algorithm and the Grey Wolf Optimizer as the optimization algorithm. Figure 1 below 

presents a comprehensive representation of the research flowchart. 

 



 

 
Scientific Journal of Informatics, Vol. 12, No. 4, November 2025 | 675 

 
Figure 1. Research flowchart 

 

Dataset 

This research uses a public dataset search technique conducted through the Kaggle website for data 

collection. The obtained dataset is named Credit Card Fraud Detection. It contains data from credit card 

transactions made in September 2013. It contains 284,807 numeric records and 31 features. The target 

variable in this study is a feature class containing a binary column of 0 (non-fraud) or 1 (fraud). The 

Machine Learning Group (http://mlg.ulb.ac.be) at ULB (Université Libre de Bruxelles) collected and 

analyzed this dataset. It is a public dataset that has been widely used in previous fraud detection studies 

[23], [24], [25], [26], [27]. 

 

Preprocessing 

The preprocessing phase commenced with missing value identification through comprehensive column-

wise dataset analysis. Once identified, it will be handled such as deleting data that contains null values or 

filling the data using mean, median, or mode values. Subsequent steps involved outlier detection using the 

Interquartile Range method by calculating the difference between third and first quartiles. Data points 

exceeding one and a half times the IQR from either quartile were identified as outliers and subsequently 

treated using winsorization technique to preserve the original distribution characteristics. 

 

The procedure continued with dataset partitioning through stratified sampling to maintain minority class 

representation. A 70-30 ratio was employed for training and testing sets respectively, with a fixed random 

state to ensure reproducible results [26]. This splitting was conducted after data cleaning but prior to feature 

transformation. The final stage involved standardization of numerical features using StandardScaler. The 

scaling process was implemented separately on training and testing data post-splitting, with transformation 

parameters calculated exclusively from the training set to prevent information leakage into the test data. 

 

Handling Imbalance 

Class imbalance refers to a scenario where the proportion between majority (normal transactions) and 

minority (fraud) classes is severely skewed. In our dataset, the minority class constitutes merely 0.172% of 

total instances, representing an extreme imbalance that may lead to model bias toward the majority class. 

While standard techniques like Random Over-sampling can lead to overfitting and basic SMOTE is known 

to sometimes generate noisy samples in overlapping class regions, a more robust strategy was deemed 

necessary. 

 

To address this, we employ KMeansSMOTE, an advanced SMOTE variant combining K-means clustering 

with oversampling [28], exclusively on the training data to prevent data leakage [29]. This method was 

specifically chosen over other variants due to its intelligent sample generation process. Instead of applying 
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SMOTE globally, KMeansSMOTE first identifies clusters of data points using K-Means. It then 

strategically generates synthetic samples only within clusters that have a safe and high concentration of 

minority class instances. The sampling_strategy parameter in KMeansSMOTE will be tuned to achieve an 

optimal ratio, targeting a minority class representation exceeding 40% of total samples while preserving 

the original data distribution [30]. This implementation leverages the imbalanced-learn library, with 

rigorous evaluation of its impact on model performance through precision-recall metrics. 

 

Logistic Regression 

For the binary classification task, this study employs Logistic Regression (LR), a standard statistical model 

effective for predicting binary outcomes [31]. The model's core function in this research is to calculate the 

probability of a transaction being fraudulent. It achieves this by mapping a linear combination of input 

features to a probability score between 0 and 1 using the sigmoid function, which is mathematically 

represented in Equation 1 [32]. This process generates an S-shaped curve, as illustrated in Figure 2. 

 

 
Figure 2. Sigmoid Function [33] 

 

𝜎 (𝑧)  =  
1

1+𝑒−𝑧 (1) 

 

Where: 

𝑒 =  Euler’s number, usually the base of the natural logarithm (≈ 2,718). 

𝑧 = ∑ 𝑤𝑖 𝑥𝑖 + 𝑏𝑖𝑎𝑠 or 𝑧 = 𝛽0 + 𝛽1𝑥1 + ⋯ + 𝛽𝑛𝑥𝑛 .   
 

The output of this function is interpreted as the predicted probability, which allows for the classification of 

each transaction as either fraudulent or non-fraudulent based on a defined threshold. 

 

Grey Wolf Optimizer 

The Grey Wolf Optimizer (GWO) is a metaheuristic algorithm inspired by the social hierarchy and hunting 

behavior of grey wolves [34]. In the GWO, the alpha, beta, and delta wolf leaders play a critical role in 

establishing efficient hierarchies and interactions to achieve optimal convergence. The alpha wolf is 

responsible for determining the optimal solution, while the beta and delta wolves collaborate to explore 

more extensive regions. GWO can be optimized to design predictive models that obtain the best parameters 

for involving relevant features. By utilizing the principle of wolf social behavior, GWO can help determine 

the optimal weights for features in Logistic Regression [20], [35]. 

 

The process begins with the random initialization of wolf positions (𝑋⃗𝑖) and GWO parameters, including 

the number of agents (population size) and maximum iterations. The parameter 𝑎⃗ is initialized to 2, and the 

iteration counter (𝑡) starts at 0. While the current iteration has not reached the maximum, the algorithm 

calculates the adaptive coefficients 𝐴 and 𝐶 using random vectors (r₁, r₂) as in Equation 2 and Equation 3 

and the linearly updated 𝑎⃗ value as in Equation 4. 

 

𝐴 = 2. 𝑎⃗. 𝑟1 − 𝑎⃗   (2) 

𝐶 = 2. 𝑟2  (3) 
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𝑎⃗ = 2 −  
2𝑡

𝑡𝑚𝑎𝑥
  (4) 

In each iteration, the fitness of each solution is evaluated based on the objective function. Objective function 

is a function to optimize the LR algorithm as listed in Equation 5. In this approach, the LR model is built 

and trained using the training data and the model weights are changed to adjust the resulting value of the 

wolf location in the vector. 

 

𝑓𝑖𝑡𝑛𝑒𝑠𝑠 (𝑡) =  
1

1+𝐸𝑖(𝑡)
 (5) 

 

The result of the objective function evaluation is then referred to as the solution. The three best solutions 

(α, β, δ) are selected, and their positions are stored. The positions of the remaining wolves (ω) are updated 

by following the hierarchy of α, β, and δ through three key steps: 

1. Calculating the distance (𝐷⃗⃗⃗) to each leader using Equation 6. 

2. Updating temporary positions (𝑋⃗1(𝑡 + 1),  𝑋⃗2(𝑡 + 1),  𝑋⃗3(𝑡 + 1)) based on Equation 7. 

3. Determining the new position (𝑋⃗(𝑡 + 1)) as the average of the three temporary positions as in 

Equation 8. 

 

If the fitness of the new solution improves, the α, β, and δ values are updated. This process repeats until the 

maximum iteration is reached, and the optimal solution (α) is returned as the output. The process highlights 

GWO's exploration and exploitation mechanism through dynamic and parameters, as well as its 

computational efficiency via selective storage of the best solutions. 

 

 

{

𝐷⃗⃗⃗𝛼 = |𝐶1 ∙ 𝑋⃗𝛼(𝑡) − 𝑋⃗(𝑡)|

𝐷⃗⃗⃗𝛽 = |𝐶2 ∙ 𝑋⃗𝛽(𝑡) − 𝑋⃗(𝑡)|

𝐷⃗⃗⃗𝛿 = |𝐶3 ∙ 𝑋⃗𝛿(𝑡) − 𝑋⃗(𝑡)|

                   (6) 

 

{

𝑋⃗1(𝑡 + 1) = 𝑋⃗𝛼(𝑡) − 𝐴1 ∙ (𝐷⃗⃗⃗𝛼)

𝑋⃗2(𝑡 + 1) = 𝑋⃗𝛽(𝑡) − 𝐴2 ∙ (𝐷⃗⃗⃗𝛽)

𝑋⃗3(𝑡 + 1) = 𝑋⃗𝛿(𝑡) − 𝐴3 ∙ (𝐷⃗⃗⃗𝛿)

 (7) 

 

𝑋⃗(𝑡 + 1) =
𝑋⃗⃗1(𝑡+1)+𝑋⃗⃗2(𝑡+1)+𝑋⃗⃗3(𝑡+1)

3
   (8) 

 

Evaluation Metrics 

The performance of the proposed fraud detection system was rigorously evaluated using a comprehensive 

set of metrics to assess different aspects of classification effectiveness. Confusion matrix is a matrix that 

measures model performance based on actual and predicted values [36]. In the case of binary classification, 

the confusion matrix is depicted as in Figure 3. The confusion matrix has 4 (four) entries, namely True 

Positive, True Negative, False Positive, and False Negative [37]. The confusion matrix served as the 

foundation for deriving key indicators including accuracy, precision, recall (sensitivity), specificity, and 

F1-score [23]. Accuracy as shown in Equation 9 measured the overall proportion of correct predictions, 

while precision quantified the reliability of fraud alerts by calculating the fraction of true fraud cases among 

all transactions flagged as fraudulent as given in Equation 10. Recall in Equation 11 evaluated the model's 

ability to identify actual fraud cases, and specificity in Equation 12 assessed its performance in correctly 

recognizing legitimate transactions. The F1-score as shown in Equation 13 provided a balanced measure 

by harmonizing precision and recall, which is particularly valuable for imbalanced datasets. Additionally, 

the AUC-ROC analysis was conducted to examine the model's discrimination ability across various 

classification thresholds. 

 



678 | Scientific Journal of Informatics, Vol. 12, No. 4, November 2025 

 
Figure 3. Confusion Matrix [37] 

 

To ensure thorough evaluation, all metrics were carefully interpreted in the context of credit card fraud 

detection requirements. While high precision minimizes false alarms that could inconvenience customers, 

strong recall reduces financial losses by catching more fraudulent transactions. The AUC-ROC curve 

visualization helped demonstrate the optimal balance between sensitivity (recall) and specificity across 

different decision thresholds. This multi-metric approach enabled a nuanced understanding of model 

performance, addressing both the technical aspects of classification and the practical implications for fraud 

detection systems. The mathematical formulations of these metrics are presented below for reference. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (9) 

  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
     (10) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
     (11) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑃+𝐹𝑁
     (12) 

 

𝐹1 =
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
    (13) 

 

 

RESULT AND DISCUSSION 
This section describes the results and discussion of the research conducted, namely fraud classification 

models using LR and GWO algorithms. The discussion begins with the result of pre-processing, model 

implementation, and evaluation of the algorithm model used to get optimal accuracy as the output of this 

research. 

 

Preprocessing Result 

The preprocessing stage consists of several processes, including identifying and handling outliers, splitting 

data, and scaling data. Outliers were identified using the Interquartile Range (IQR) method. Some features 

such as V27, V28, and Amount have a high number of outliers. Handling is done with the clipping 

technique, which trims extreme values to normal limits. The results of boxplot visualization before and 

after handling can be seen in Figure 4 and Figure 5. 
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Figure 4. Boxplot of each feature before handling 

 
Figure 5. Boxplot of each feature after handling 

 

After handling outliers, the dataset is divided into training data and test data with a ratio of 70:30 [26] using 

stratified sampling to maintain class proportions. To overcome class imbalance, the KMeansSMOTE 

method was applied to the training data to avoid data leakage [29]. After resampling, the proportion of 

minority classes increased to 41.18%, close to being balanced with the majority class (58.82%). In addition 

to data leakage, another consideration is the originality of the testing data. If resampling is also applied to 

the testing data, the evaluation results are no longer objective because the data created is potentially not in 

accordance with the original [38]. Bar chart of target variables before and after resampling can be seen in 

Figure 6. 

 

 
Figure 6. (a) Class Distribution Before Resampling and (b) Class Distribution After Resampling 

 

Model Implementation 

In this study, a series of experiments were conducted on 4 (four) classification models to evaluate the 

performance of the proposed approach. The 4 models evaluated in this study were Logistic Regression (LR) 

as the model 1, LR with KMeansSMOTE as the model 2, a combination of LR, KMeansSMOTE, and GWO 
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as the model 3, and LR with GWO as the model 4. The evaluation process involved the utilization of 5-fold 

cross-validation, with a particular emphasis on the f1-score metric, to assess the performance of the models 

in the initial, third, fourth, and fifth experiments. The outcomes of the cross-validation process for each 

model are presented in Table 1. 

 

Table 1. Cross-Validation Result 
Model Fold-1 Fold-2 Fold-3 Fold-4 Fold-5 Mean 

LR 0,7938 0,6984 0,704 0,6861 0,7943 0,7233 

LR + KMeansSMOTE 0,9793 0,9795 0,9780 0,9791 0,9795 0,979 

LR + KMeansSMOTE + GWO 0,7791 0,9816 0,9825 0,9818 0,982 0,9414 

LR + GWO 0.8281 0,75 0,7969 0,845 0,826 0,8092 

 

The fourth and fifth experiments employed GWO as an optimization algorithm. The model was evaluated 

using the objective function delineated in Equation 5, which yielded solutions designated as α, β, and δ. 

Solution α is regarded as the optimal solution, solution β is considered the second-best solution, and solution 

δ is identified as the third-best solution. The outcomes of α in both objective functions are presented in 

Table 2. The optimal weight is defined as the value of α, except for the final value in the list, while the 

optimal bias is defined as the final value in α. Subsequently, the LR model is configured using the optimal 

weight and bias. 

 

Table 2. GWO Result 
Features Alpha (α) Beta (β) Delta (δ) 

Time 0 0 0 
V1 0.0021 0.0021 0.0021 

V2 0.0631 0.0627 0.0626 

V3 -0.0316 -0.0312 -0.0314 

… ... ... ... 

V27 0.0057 0.0057 0.0057 

V28 0.0933 0.0928 0.0934 

Amount 0 0 0 

Bias -0.9908 -0.9909 -0.9949 

 

 
   

 

Model Evaluation 

Evaluation is conducted to determine the performance of the model built. Models are evaluated using 

relevant metrics such as confusion matrix, accuracy, precision, recall or sensitivity, specificity, f1-score, 

and AUC. In this section, we will evaluate 5 models that have been built in the previous stage. The confusion 

matrix results can be seen in Table 3. 

 

Table 3. Confusion Matrix Result 

Model TP FP TN FN 

LR 103 34 85273 33 

LR+KMeansSMOTE 126 2028 83279 10 

LR+KMeansSMOTE+GWO 124 873 84434 12 

LR+GWO 113 20 85287 23 

 

In addition to employing the confusion matrix as a primary metric, this research is evaluated using a range 

of other evaluation metrics, including accuracy, precision, recall, f1-score, and specificity. The results of 

the evaluation metrics in this study are presented in Table 4. The results of the evaluation demonstrate that 

the LR+GWO model exhibits the most balanced performance, with an accuracy of 99.94%, a precision of 

85.96%, a recall of 83.08%, an f1-score of 84.01%, and a specificity of 99.97%. A comparison of the f1-

score produced by the Logistic Regression (LR) and GWO models reveals a notable enhancement in 

performance following the implementation of GWO optimization. Specifically, the LR model yielded an 

f1-score of 75.45%. Concurrently, the implementation of KMeansSMOTE led to a substantial enhancement 

in recall, with a percentage exceeding 91%. However, this approach concomitantly resulted in a significant 

decline in precision, culminating in a substantial deterioration of the f1-score to 11% and 21.88%, 

respectively. This finding indicates that while the resampling method is effective in identifying a greater 

number of fraud cases, it also leads to a significant number of misclassifications. Consequently, the 
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integration of LR with GWO was identified as the most efficacious and consistent approach for accurately 

detecting fraudulent transactions. 

 

Table 4. Evaluation Metrics Results 
Model Accuracy Precision Recall F1-score Specificity 

LR 99,92% 75,18% 74,73% 75,45% 99,96% 

LR+KMeansSMOTE 97,61% 5,84% 92,64% 11% 97,62% 

LR+KMeansSMOTE+GWO 98,96% 12,43% 91,17% 21,88% 98,97% 

LR+GWO 99,94% 85,96% 83,08% 84,01% 99,97% 

 

Discussion 

The Logistic Regression (LR) algorithm in this study proved to be able to classify credit card transactions 

in general quite well. This can be seen from the accuracy value that reached 99.92% and specificity of 

99.96%, indicating a high ability to recognize non-fraud transactions. However, LR's performance in 

detecting fraud transactions as a minority class is still moderate, with a precision of 75.18%, recall of 

74.73%, and f1-score of 75.45%. This shows that although the model is quite accurate overall, it is not 

sensitive enough in identifying fraud cases that are very small in number. The extreme imbalance of class 

distribution (only 0.17% of the data is classified as fraud) is the main challenge that causes the model to be 

biased towards the majority class [37]. 

 

To overcome this, the KMeansSMOTE method is applied which aims to balance the class distribution by 

performing structured oversampling of fraud data [38]. Although this technique managed to drastically 

increase recall to 92.64% in the LR+KMeansSMOTE model and 91.17% in LR+KMeansSMOTE+GWO, 

it had a negative impact on precision and f1-score. Precision dropped dramatically to 5.84% and f1-score 

to only 11% in the LR+KMeansSMOTE model. This is due to the large number of false positive predictions, 

i.e. non-fraud transactions that are classified as fraud. The main cause is the new data synthesis process by 

SMOTE which, while increasing the amount of fraud data, does not guarantee that the synthetic samples 

are truly representative of the original pattern. As a result, the model becomes too aggressive in recognizing 

the fraud class but loses the ability to distinguish between genuine and synthetic transactions, resulting in 

an overall decrease in prediction accuracy. 

 

Conversely, the implementation of Grey Wolf Optimizer (GWO) to optimize the weights and bias in LR 

yielded substantial enhancements in all evaluation metrics. The LR+GWO model demonstrated an 

enhancement in precision to 85.96%, recall to 83.08%, and f1-score to 84.01%, with the highest accuracy 

of 99.94%. GWO facilitates the identification of optimal solutions through an adaptive search mechanism 

that emulates the social behavior of wolves in the pursuit of prey. This approach enhances the precision of 

the model in differentiating between fraud and non-fraud classes, while demonstrating robust performance 

in the presence of imbalanced data without generating a high number of false positives. Consequently, 

GWO was found to be a more effective approach than the resampling method in enhancing the performance 

of LR in detecting fraudulent transactions. 

 

In the context of research, the novelty of a study cannot be considered in isolation; it must be situated within 

the broader research field. A critical evaluation of research results requires a comparison with previous 

studies, which is an essential step in the research process. By means of a comparative analysis, it will be 

possible to evaluate the advantages, uniqueness, and limitations of the research, as well as to gain insight 

into the extent to which the research is able to overcome the limitations or fill the gaps that exist in previous 

research. This research conducts a comparative study of the results obtained with previous studies that also 

use CCFD datasets, but apply different optimization techniques. The accuracy comparison between this 

study and previous studies is presented in Table 5. 

 

Table 5. Accuracy Comparison with Previous Research 
Research Methods Accuracy 

[23] Logistic Regression 95% 

[24] Logistic Regression 94,4% 

[25] Logistic Regression dan SMOTE 97.53% 

[26] Logistic Regression 88% 

[27] Centralized Logistic Regression 96,49% 

Proposed Method Logistic Regression dan Grey Wolf Optimizer 99,94% 
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The comparison results indicate that the proposed model consistently yields higher accuracy than previous 

methods. For instance, research by Itoo & Satwinder [23] using Logistic Regression with Random Under-

Sampling technique only achieved 95% accuracy. Khalid et al. [24] combined undersampling, SMOTE, 

and feature selection with 94.4% accuracy, while the approach of Dang et al. [25] who used Logistic 

Regression and SMOTE obtained the highest result of 97.53%. In this study, the LR+GWO model achieved 

an accuracy of 99.94%, showing a significant advantage. 

 

Another study by Mniai et al. [26] used the Logistic Regression method with an under-sampling and feature 

selection approach, but only produced an accuracy of 88%. Meanwhile, research by Y. Tang & Liang [27] 

applied the Centralized Logistic Regression (CLR) method with cosine similarity to handle class imbalance 

and achieved 96.49% accuracy. In comparison, the method proposed in this study, namely Logistic 

Regression optimized with Grey Wolf Optimizer (LR+GWO), managed to obtain an accuracy of 99.94%. 

These results show that the method used in this study is consistently superior and more effective in 

improving fraud detection accuracy than the approaches used in these studies. 

 

The superiority of the model is evident not only in its accuracy but also in its balanced approach to precision 

and recall, which is crucial for fraud detection, a process susceptible to false negatives and false positives. 

Most of the extant research in this field has focused on enhancing accuracy and fraud detection. However, 

there is a paucity of research that addresses the misclassification of non-fraud transactions, which can have 

a direct impact on the user experience. The LR+GWO model demonstrates a notable capacity to preserve 

this equilibrium, as evidenced by its elevated f1-score and sustained specificity. GWO's metaheuristic 

approach is characterized by its independence from data manipulation techniques, such as resampling. 

Instead, it prioritizes the optimization of model parameters, leveraging the existing data structure for this 

purpose. 

 

Therefore, based on empirical evaluation and comparison with previous research, it can be concluded that 

the LR+GWO method makes a real contribution in improving the effectiveness of credit card transaction 

fraud detection systems. This approach has been demonstrated to enhance statistical performance while 

concurrently providing a more stable and reliable solution for real-world systems characterized by highly 

imbalanced data distribution. 

 

CONCLUSION 

This research successfully builds a credit card transaction fraud detection model using the Logistic 

Regression algorithm, which has been optimized by the Grey Wolf Optimizer (GWO). The evaluation 

results demonstrate the efficacy of Logistic Regression in differentiating fraudulent transactions from 

authentic ones, exhibiting commendable initial performance. The efficacy of GWO as an optimization 

method has been demonstrated to enhance various model evaluation metrics, including precision, recall, 

and f1-score, which are critical indicators in fraud detection scenarios. A key contribution of this work is 

its novel application of GWO for hyperparameter tuning of an LR model in this specific domain, an 

approach that has been notably underexplored in existing literature. The superior and stable performance 

of the LR-GWO model compared to the baseline and findings in related studies confirms that this 

integration is an effective, reliable, and promising solution for fraud detection systems. 

 

Despite the positive outcomes, this study has several acknowledged limitations. First, the research relies on 

a publicly available Kaggle dataset; while standard for benchmarking, its age may not fully represent the 

most contemporary and evolving fraud patterns. Second, the scope was intentionally focused on optimizing 

a single, interpretable algorithm (Logistic Regression) and did not include a comparative performance 

analysis against more complex, computationally intensive models like deep neural networks. These factors 

should be considered when contextualizing the results. 

 

Notwithstanding the encouraging outcomes, this research demonstrates potential for further development. 

Future work should explore alternative methods for handling class imbalance, such as cost-sensitive 

learning, which directly penalizes the misclassification of minority class instances. To further validate the 

choice of optimizer, a comprehensive benchmarking study is needed to compare GWO's performance 

against other metaheuristic algorithms like PSO, GA, or Differential Evolution. Finally, to enhance real-

world relevance, it is crucial to validate the proposed model on newer, proprietary fraud datasets to ensure 

its robustness against current fraud tactics.. 
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