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Abstract.  

Purpose: This study aims to conduct a performance analysis of phishing email classification system using machine 

learning algorithms, specifically Random Forest and Support Vector Classification (SVC). 

Methods/Study design/approach: The study employed a systematic approach to develop a phishing email 
classification system utilizing machine learning algorithms. Implementation of the system was conducted within the 

Jupyter Notebook IDE using the Python programming language. The dataset, sourced from kaggle.com, comprised 

18,650 email samples categorized into secure and phishing emails. Prior to model training, the dataset was divided into 

training and testing sets using three distinct split percentages: 60:40, 70:30, and 80:20. Subsequently, parameters for 
both the Random Forest and Support Vector Classification models were carefully selected to optimize performance. 

The TF-IDF Vectorizer method was employed to convert text data into vector form, facilitating structured data 

processing.  

Result/Findings: The study's findings reveal notable performance accuracies for both the Random Forest model and 
Support Vector Classification across varying data split percentages. Specifically, the Support Vector Classification 

consistently outperforms the Random Forest model, achieving higher accuracy rates. At a 70:30 split percentage, the 

Support Vector Classification attains the highest accuracy of 97.52%, followed closely by 97.37% at a 60:40 split 

percentage. 
Novelty/Originality/Value: Comparisons with previous studies underscored the superiority of the Support Vector 

Classification model. Therefore, this research contributes novel insights into the effectiveness of this machine learning 

algorithms in phishing email classification, emphasizing its potential in enhancing cybersecurity measures. 
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INTRODUCTION 
Technological developments that occur in the current era mean that information can be obtained from 

anywhere easily and efficiently [1], [2]. With the development and ease of access to information, a system 

is needed that can secure our data and privacy [3], [4]. Because, with the ease of obtaining information, 

cybercrime can also occur that threatens our digital privacy via the internet [5]. One example of cybercrime 

that can occur is phishing. Phishing is a way of exploiting internet users to obtain important and sensitive 

information from these users [6], which can be used irresponsibly [7]. One way of spreading phishing that 

can occur is through email [8], in the process of spreading email using malicious attachments or links sent 

via email which, if clicked, can steal user data [9], [10]. Therefore, it is important to carry out the process 

of sorting phishing emails so as not to cause harm to ourselves both in terms of privacy and finances. 

 

Machine learning is a family of artificial intelligence (AI) that allows computers to learn independently to 

find patterns from data without having to be programmed first [11]–[15]. So, by using machine learning, 

valuable information from data can be easily extracted to help the decision-making process [16]. Examples 

of methods or algorithms found in the machine learning process are random forest and support vector 

classification. Random forest is an ensemble learning method or learning method that combines several 

models where the model is built based on a combination of decision tree models to form a forest scheme 
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[17], [18]. Meanwhile, support vector classification (SVC) is an implementation of the SVM algorithm 

which is specifically used in the data classification process, which is conceptually the same as creating and 

determining optimal support vectors which are useful for assisting the data classification process [19], [20]. 

In processing text data, so that the model that is built can carry out the pattern recognition process from the 

data, the process of converting the data into vector form is carried out, so that it can change the form of data 

from unstructured to structured [21]. To carry out the process of converting text data into vector form, a 

method can be used, namely TF-IDF Vectorizer, which in this method will convert text into vector form 

using statistical methods [22]. 

 

In previous research conducted by Rao et. al in 2021 [25] discussed the process of classifying spam or spam 

messages using the Logistic Regression algorithm. The aim of this research is to build a machine learning 

model with a Logistic Regression algorithm to be able to classify ham or spam messages. The results 

obtained from this research were that after the testing process was carried out, the model testing accuracy 

was 98%. In previous research conducted by Ma et. al in 2020 [26], discussed the process of classifying 

spam emails using naïve Bayes classifiers and support vector machines. The aim of this research is to build 

a machine learning-based spam email classification model and compare the NBC and SVM methods to see 

which one produces better testing accuracy. The results obtained in this research are that after the testing 

process was carried out, the NBC algorithm obtained the best accuracy. 

 

In this research, the process of building a phishing email classification model will be carried out using the 

Random Forest and Support Vector Classification algorithms. The aim of this research is to build a 

classification model that can help many people sort out phishing emails so they don't suffer losses. The 

purpose of this research process is also to compare the performance of Random Forest and Support Vector 

Classification to carry out the phishing email classification process and determine which algorithm is best 

in carrying out the classification process. In this research, testing will also be carried out using 3 different 

data division schemes, namely 50:10:40 (50% training, 10% validation and 40% testing), 60:10:30 (60% 

training, 10% validation and 30% % testing) and 70:10:20 (70% training, 10% validation, and 20% testing), 

which aims to find out with what kind of data sharing scheme the model can produce optimal accuracy. 

The purpose of using random forest is because random forest is a form of ensemble learning which is 

composed of decision tree models, so it is hoped that it can provide maximum results [23]. Meanwhile, the 

purpose of using the SVC algorithm is because this algorithm is an implementation of the SVM algorithm 

which is very good in data processing and this SVC algorithm is specifically used for the classification 

process [24]. 

 

METHODS 

Classification is a method where an algorithm model carries out a pattern recognition process and can carry 

out the process of determining labels from a given dataset [27]. This method is a supervised learning method 

where the model carries out a training process to guess the target data [28]. The flow of the classification 

process carried out is presented in Figure 1. Figure 1 shows the flow of the classification process carried 

out. As seen in Figure 1, the first thing to do is read the data or dataset that will be used for the training, 

validation and model testing processes. After the data is converted into vector form, the next process is to 

divide the data, which in this study the data will be divided into 3 variations, namely 60:40 (60% training 

and 40% testing), 70:30 (70% training and 30% testing) and 80:20 (80% training and 20% testing). The 

purpose of dividing data into several variations is to find out what percentage of data division can obtain 

optimal accuracy values. Then, after the data sharing process is carried out, the process of building a 

machine learning model will be carried out using the Random Forest and Support Vector Classification 

algorithms. 
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Figure 1. Proposed scheme 

 

Data Collection 

In this research, the dataset used is a CSV dataset obtained from the kaggle.com website, which has a total 

of 18650 data and has 2 main classes, namely secure emails and phishing emails. With data distribution, 

11322 email data is safe and 7328 data is phishing email. For visualization of the dataset used, it is given 

in Figure 2. 

 

 
Figure 2. Data collection 

 

Figure 2 shows a sample of the dataset used in this research. After the dataset for the machine learning 

development process is prepared, the next step is to convert the text data into vector data (Vector Space 

Model) so that the data can be used for the model training and testing process. The purpose of data 

conversion is also to change data from unstructured to structured [21]. In this research, the process of 

converting text into vector form will use the TF-IDF Vectorizer method, where this method will convert 

text into vector form using statistical methods [22]. So, with this method the weight value of the words 

obtained is searched based on the importance of the data in the document [29]. In the TF-IDF calculation, 

the TF value is estimated or the value of how often the word appears and the IDF or how uniquely the word 

appears in the document. The calculation of the TF-IDF value is given in equations (2) until (3). 

 

TF(W, Doc) =  
∑  (Word appears in Doc)

∑  (All Words in Doc)
 (1) 

 

IDF (W, Corp) = Log 
N

(1 + DF (W, Corp))
 (2) 

 

TF ∙ IDF (W, Doc, Corp) = TF (W, Doc) ∗ IDF (W, Corp) (3) 
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Random Forest 

This research introduces a novel approach of random forest method to ensemble learning by aggregating 

the predictions of multiple decision trees, thereby enhancing the model's robustness and accuracy [30]. One 

key innovation lies in the definition of the number of trees, denoted as 𝑁. Following initialization, the 

algorithm randomly selects a subset of features from the dataset. For each feature, entropy is calculated 

based on the probability distribution of classes. Subsequently, the algorithm computes the information gain 

for each feature [31]. The node with the highest information gain is selected as the splitting criterion, leading 

to the creation of sub-nodes. This process iterates until a single decision tree is formed, meeting the 

minimum sample requirement. Notably, this process repeats 𝑁 times, generating a forest of decision trees. 

The random forest formula is given in equation (4). 

 

The term "N Trees" refers to the number of decision trees in the Random Forest algorithm, where each tree 

is constructed through a series of steps. Initially, a subset of features (𝑋) is randomly selected from the 

dataset. For each feature, the algorithm calculates the entropy (𝐸𝑛𝑡) of the target variable (𝑍) using the 

formula 𝐸𝑛𝑡(𝑍) =  −∑(𝑥 = 1)𝑛  𝑃𝑥 𝑙𝑜𝑔2(𝑃𝑥), where 𝑃𝑥 represents the probability of each class. Then, the 

conditional entropy (𝐸𝑛𝑡(𝑍, 𝐼)) is computed based on the selected feature, and the information gain 

(𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛𝐺𝑎𝑖𝑛(𝐶, 𝑍)) is determined as the difference between the entropy of the target variable and 

the conditional entropy. The algorithm selects the feature that yields the highest information gain to split 

the nodes and form sub-nodes. This process continues recursively until a tree is fully grown, and the 

minimum number of samples required at each leaf node is reached. Finally, the algorithm repeats this 

process 𝑁 times, where 𝑁 represents the desired number of trees, to form a Random Forest with 𝑁 decision 

trees. 

 

The equation used is as in (4) 

 

Prediction(Z) =
(decTree_1(Z)  +  decTree_2(Z) +  … +  decTree_N(Z))

N
 (4) 

 

Where 𝑍 is a prediction feature, while 𝑑𝑒𝑐𝑇𝑟𝑒𝑒_𝑁(𝑍) is a decision tree model used to predict feature 𝑍.  

 

Support Vector Classification (SVC) 

Support Vector Classification (SVC) introduces a novel approach in determining the margin (Margin) for 

classification [24], [32], [33]. This margin calculation incorporates the 𝑤𝑒𝑖𝑔ℎ𝑡 (𝑤), 𝑑𝑎𝑡𝑎 𝑝𝑜𝑖𝑛𝑡 (𝑛(𝑖)), and 

𝑏𝑖𝑎𝑠 (𝑏), which are iteratively adjusted until convergence [34]. Notably, when the margin falls below a 

threshold, adjustments are made to both the weight and bias parameters to ensure proper classification. This 

iterative refinement mechanism enhances the algorithm's capability to classify data points accurately, thus 

improving the overall performance of the SVC algorithm [35], [36]. The hyperplane calculation formula is 

given in equation (5). Determine 𝑤 (𝑤𝑒𝑖𝑔ℎ𝑡), 𝑏 (𝑏𝑖𝑎𝑠), (𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑟𝑎𝑡𝑒), 𝑍 (𝑟𝑒𝑔𝑢𝑙𝑎𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑝𝑎𝑟𝑎𝑚): 

 

Initially, the margin (Margin) is computed using the equation 𝑚(𝑖)  ∗  (𝑤 ∗  𝑛(𝑖)  ∗  𝑏), where 𝑚(𝑖) 

represents the data point's class label, 𝑤 denotes the weight vector, 𝑛(𝑖) signifies the input data point, and 

𝑏 is the bias term. Subsequently, if the margin falls below 1, indicating misclassification, the algorithm 

updates the 𝑤𝑒𝑖𝑔ℎ𝑡 (𝑤) and 𝑏𝑖𝑎𝑠 (𝑏) parameters using the learning 𝑟𝑎𝑡𝑒 (𝛼) and the gradient descent 

approach. Specifically, 𝑤 is adjusted by 𝛼 ∗ (𝑚(𝑖)𝑛(𝑖) − 2𝑍𝑤), where 𝑍 is the regularization parameter, 

and 𝑏 is updated by 𝛼𝑚(𝑖). Conversely, if the margin is greater than or equal to 1, no updates are made to 

𝑤, and b remains unchanged. The decision 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 (𝑓(𝑥)) is then computed as 𝑤 ∗  𝑥 ∗  𝑏, where 𝑥 

represents the input data point. Finally, the algorithm classifies the data point as 1 if 𝑓(𝑥) is greater than 0, 

indicating it belongs to the positive class, otherwise, it is classified as 0. 

 

With hyperplane calculations as in (5) 

 

ω ∗ Z + b = 0 (5) 

 

Where 𝜔 is the hyperplane weight vector, 𝑋 is the feature used and b is the bias (shift) value. After building 

the classification model that will be used, the next process is to train, validate and test the model. So, after 

the model that has been built can be tested, the next process can calculate the model's performance using a 

metric called the confusion matrix. Confusion Matrix is a useful metric for evaluating the performance of 
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the classification model built [37]. To carry out the process of calculating model performance, you can use 

the values resulting from the confusion matrix, namely the precision or accuracy of the model, recall or the 

model's ability to guess all data classes well and f1-score. or the balance value between precision and recall. 

Calculation of precision, recall and f1-score values are given in equation (6) until (8). 

 

Precision =  
True Positive

True Postive +  False Positive
 (6) 

 

Recall =  
True Positive

True Postive +  False Negative
 (7) 

 

F1 − Score =  
True Positive

True Postive +  False Positive
 (8) 

 

RESULTS AND DISCUSSIONS  

The classification process in this research uses the Jupyter Notebook IDE for writing program code and the 

Python programming language to be able to carry out the process of implementing a phishing email 

classification system. To carry out the process of developing a classification model, first after the model 

has been prepared, a model training process is carried out using training data which has previously been 

divided into 3 percentage data division schemes. The parameters used in the Random Forest and Support 

Vector Classification models are given in Table 1. 

 

Table 1. Analysis of parameter per model 

Model Random Forest Support Vector Classification (SVC) 

Parameters 

n_estimators=500, 

criterion='entropy', 

max_depth=None, 

min_samples_split=2, 

min_samples_leaf=1, 

min_weight_fraction_leaf=0.0, 

max_leaf_nodes=None, 

min_impurity_decrease=0.0, 

bootstrap=True, 

oob_score=False, 

n_jobs=-1, 

random_state=42, 

C=1.0,                  

kernel='sigmoid',       

degree=3,               

gamma=1.0,              

coef0=0.0,              

shrinking=True,         

probability=False,      

tol=0.001,              

class_weight='balanced',      

verbose=False,          

max_iter=-1,            

decision_function_shape='ovr',   

random_state=None    

 

Table 1 shows the parameters used for the training and testing process of the classification model that was 

built. After the data is carried out, the training process is carried out using varying percentages of training 

data, namely 60%, 70% and 80%, then the testing process was carried out using a model that has been 

trained with test data which has varying percentages of data, namely 40%, 30% and 20 %. The results of 

the data classification testing process that has been carried out are presented in Table 2. 

 

Table 2. Experiment results 

Split Percentage 

Testing Accuracy 

Random Forest Support Vector Classification 

60:40 96.35% 97.37% 

70:30 96.57% 97.52% 

80:20 96.41% 97.40% 

 

Table 2 shows the results obtained after carrying out the model testing process. As seen in Table 2, the 

Random Forest model gets the best testing accuracy when carried out with a scheme of dividing 70% 

training data and 30% testing, namely 96.57%. Meanwhile, the model with the Support Vector 

Classification algorithm gets the most optimal accuracy of 97.52% when using a data distribution scheme 

of 70% training and 30% testing. From these results, it can be seen that the random forest and support vector 

classification models that are built can obtain the most optimal accuracy values when the training and 

testing processes are carried out with a data sharing percentage scheme of 70% training and 30% testing. 
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From table 2 it can also be seen that the best model that gets the most optimal accuracy value is Support 

Vector Classification (SVC), which is 97.52%. In this study, although the accuracy value obtained was 

close to the maximum value of 100%, it still could not produce 100% accuracy. The reason is, in the 

classification process, the data used is original and realistic email message data that we usually encounter 

in our emails. Therefore, it is possible that the dataset used still contains data that is quite similar so that it 

can affect the accuracy of the model being built. 

 

Previously there were several studies that discussed the process of classifying phishing emails using 

machine learning methods. Previous research that has been carried out is research conducted by Mathur et. 

al in 2022 [35]. In this research, the email classification process was carried out using the Naïve Bayes 

Classifier algorithm, Support Vector Machine, Random Forest, XGBoost. The results gotten in this research 

were that using the NBC algorithm obtained a testing accuracy of 94%, using the SVM algorithm obtained 

a testing accuracy of 97%, using the RF algorithm obtained a testing accuracy of 97%, while using the 

XGBoost algorithm obtained a testing accuracy of 92%. From these results, we had been achieved high 

result where this research succeeded in increasing the accuracy of the SVM algorithm used, namely 97.52% 

and for the Random Forest algorithm it also got almost the same value, rounded up to around 97%. 

 

CONCLUSION 

After the process of building a machine learning classification model through the process of training and 

testing the model using the Random Forest and Support Vector Classification algorithms on a split dataset, 

the result showed that the Random Forest model produced maximum accuracy when the training process 

was carried out using a split data scheme of 70% training and 30% test with an accuracy value of 96.57%, 

while the Support Vector Classification model achieved an optimal accuracy results when carried out with 

a data sharing process of 70% training and 30% test, namely 97.52%. These findings indicate that the SVC 

model outperforms the Random Forest algorithm by 1.15% in accuracy. From these results, it could be 

concluded that Support Vector Classification model that was built can perform classification tasks better 

when compared to with the Random Forest algorithm. 
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