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Abstract. 

Purpose: This study aimed to conduct a comprehensive comparative analysis between K-Medoids and Purity K-

Medoids clustering methods for identifying accident-prone areas in North Aceh Regency. The analysis was carried out 
to provide valuable insights for policymakers and stakeholders to implement targeted interventions as well as improve 

road safety measures in the region. 

Methods: This study compared the performance of K-Medoids and Purity K-Medoids, on accident-prone area data in 

North Aceh Regency. The algorithm performance was measured using the Davies-Bouldin Index (DBI) method, where 
a low value signifies superior performance. Additionally, the number of iterations produced by K-Medoids and Purity 

K-Medoid methods were compared, with lower iterations indicating better performance. 

Result: The results showed that Purity K-Medoids had superior performance with an average of 2 iterations and DBI 

value of 0.7847 across 10 testing runs, while K-Medoids obtained 13.4 iterations and 1.5128, respectively. 
Novelty: The study offers valuable insights into the effectiveness and efficiency of clustering methods for identifying 

accident-prone areas, as guides for policymakers and stakeholders in implementing targeted interventions to improve 

road safety measures. Additionally, the results provide a methodological framework for evaluating clustering 

algorithms in similar geographical contexts, enhancing the understanding of their applicability and performance in real-
world scenarios. 
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INTRODUCTION 
North Aceh Regency is located in the province of Aceh, Indonesia, between 04° 43' - 05° 16' North Latitude 

and 96° 47' - 97° 31' East Longitude. Administratively, the regency comprises 27 districts and 852 villages, 

with a total area of approximately 3,296.86 km². According to the Central Statistics Agency of North Aceh 

Regency, the population was 572,961 in 2010, with a relatively high population density of 174 people per 

km². The district of Dewantara is the most densely populated area, with an average of 1,202 inhabitants per 

km², while the lowest is found in the Paya Bakong district, comprising 33 inhabitants per km² [1]. Data 

from the Traffic Directorate of the North Aceh Regional Police Department shows that from January to 

December 2022, there were 168 traffic accidents, where 148 cases were resolved. Generally, traffic 

accidents are common issues in major cities in Indonesia, occurring across various locations due to several 

factors, posing challenges in identifying accident-prone areas [2]. For the public, the information is useful 

for taking preventive measures and increasing surveillance in accident-prone areas by providing warning 

signs for traffic police. Meanwhile, for the government, it helps in policymaking to improve road 

infrastructure [3]. 

 

K-Medoids method also recognized as the Partitioning Around Medoid (PAM) algorithm, was conceived 

by Leonard Kaufman and Peter J. Rousseeuw. This method is similar to K-Means algorithm [4]–[6] as both 

are partitioning methods aimed at segmenting datasets into clusters but their divergence depends on the 

strategy of determining cluster centers. K-Means relies on the mean value of each cluster, while K-Medoids 

applies data objects as representatives, termed as medoids, for the cluster center [7], [8], [9]. This 

divergence is crucial, enabling K-Medoids to address the susceptibility of K-Means to outliers. Since 
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outliers can distort the mean value of a cluster, K-Medoids offer a more potential alternative by using 

medoids as representatives of the cluster center [10]. 

 

Several studies have applied K-Medoids method, each focusing on distinct objectives. Utomo [11] 

compared two data clustering algorithms to analyze patterns and determine the best processing method for 

evaluating COVID-19 spread in Indonesia. The comparison was carried out using data from the Indonesian 

Ministry of Health regarding confirmed cases and deaths. From the data analysis and processing using the 

K-Means and K-Medoids methods, the results showed that K-Means method was superior for clustering 

the spread of the COVID-19 outbreak. Similarly, Samudi et al. [12] addressed the significant health threat 

posed by the widespread COVID-19 disease, which affected various organs through airborne transmission 

or direct contact. To mitigate the spread of the virus, the central government implemented social distancing 

measures, altering daily routines. This includes transitioning from traditional classroom learning to online 

education using various applications.  

 

During the COVID-19 pandemic, the use of online learning applications has gained significant attention, 

including K-Medoids Clustering Algorithm. Oktarina et al. [13] found that the optimal number of clusters 

differs between the k-means and k-medoids methods. Furthermore, Ushakov et al. [14] conducted 

experiments including clustering large-scale collections of face images into several thousand clusters. The 

results showed that the methods surpassed parallel improved versions of the most popular k-medoids 

clustering algorithms, achieving approximately linear parallel speedup. Lund et al. [15] also observed a 

significant increase in the number of LIS studies using a cluster analytic method, increasing from 

approximately 5 per year in the early 2000s to an average of 35 studies per year in the mid- and late-2010s. 

Among the journals, Scientometrics had the highest number of articles published within LIS using cluster 

analysis, with 102 studies. Additionally, Scientometrics was found as the most common subject area using 

a cluster analytic method, with 152 studies. The results suggested that cluster analysis has the potential to 

enhance accessibility to LIS study by offering an innovative and insightful method of knowledge discovery. 

 

The comparative analysis considers both the effectiveness and efficiency of clustering methods in 

accurately identifying regions with a high frequency of accidents. Specifically, the Davies-Bouldin Index 

(DBI) method is used to evaluate the clustering performance, with a value indicating superior clustering 

quality. Additionally, the number of iterations required for convergence is compared between the K-

Medoids and Purity K-Medoids methods, as lower iterations signify higher computational efficiency. 

 

Based on the comparative analysis, this study aimed to provide perspectives on the suitability and 

effectiveness of clustering methods for identifying accident-prone areas in North Aceh Regency. The results 

provided valuable insights for policymakers and stakeholders in implementing targeted interventions to 

improve road safety measures. Additionally, the study provided a methodological framework for evaluating 

clustering algorithms in similar geographical contexts, enhancing the understanding of their applicability 

and performance in real-world scenarios. By exploring the strengths and limitations of each method, 

policymakers and stakeholders can gain valuable insights to guide their decisions on road safety 

interventions. This informed method has the potential to enhance public safety and mitigate the occurrence 

of road accidents in the region. 

 

METHODS 

Several methods were used for data analysis, including K-Medoids and Purity K-Medoids, with the study 

framework presented in Figure 1. 

 

 
Figure 1. Research scheme 
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Figure 1 shows the stages in this study, which include gathering of accident-prone data within the scope of 

North Aceh. This is followed by clustering of the data using k-medoids, analyzing the number of iterations, 

and evaluating the DBI value. Subsequently, data purity is calculated using the purity method, where the 

minimum, medium, and maximum results are used as clusters in calculating K-Medoids. These results are 

further compared with the number of iterations and analyzed for DBI value. 

 

K-Medoids 

In K-Medoids, the cluster representatives are known as "medoids," which are positioned centrally within 

their respective clusters and are less influenced by outliers. The clustering process includes assessing the 

distance between medoids and other objects, with Figure 2 showing the computational steps of the K-

Medoids method [16]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Framework of k-medoids clustering 

 

Figure 2 shows the computational process of K-Medoids method, which comprises several stages. Initially, 

the algorithm determines the number of clusters, labeled as k, followed by a random selection of k initial 

medoids from the dataset. Subsequently, the Euclidean distance between each object and the medoids is 

computed to gauge their closeness. Objects are grouped based on their proximity to the medoids, with each 

cluster represented by medoids. The Euclidean distance formula, which measures the distance between two 

points in Euclidean space, is used for this computation. The iterative process continues until convergence 

is reached, resulting in clearly defined clusters represented by their respective medoids [17]: 

 

d(xi,µj)= ∑(xi- µj)2

n

i=1

 (1) 

 

The next step in the algorithm is iteration through the medoids, followed by the computation of total 

deviation (S) using the specified formula: 
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S = b – a (2) 

 

In this context, 'a' represents the summation of the closest distances between the object and the initial 

medoid, while 'b' denotes the summation of the closest distances between the object and the new medoid. 

When the total deviation (S) is less than zero (S < 0), the algorithm exchanges the object with other data to 

designate a new k as a medoid. This iterative process persists through steps 3 to 5, and the algorithm stops 

when there is no alteration in the medoid. 

 

Purity algorithm 

Purity is used to determine the purity value of a cluster, showing the most appropriate cluster member 

within a class. The formula used to calculate purity is depicted in Equation 3 [18]. 

 

Purity(y)=
1

Ny

 max (nxy) (3) 

 

Purity (y) represents the level of purity for the y-variable, where Ny indicates the amount of data within the 

y-cluster, and y denotes the cluster index. 

 

Davies-Bouldin Index (DBI) 

When computing the DBI, the first step includes calculating the Sum of Square Within Cluster (SSW), 

which represents the cohesion value. The computation of DBI is achieved using the following formula 

expressed below [19]: 

 

SSWi=
1

mi
∑ d(xj,ci)

mi

j=i

 (4) 

 

After computing SSW, the next step is calculating the Sum of Square Between Clusters (SSB), which 

indicates the separation value among clusters [20]. This is accomplished using the following formula [21]: 

 

SSBi,j=d(ci,cj) (5) 

 

The next step is calculating the Ratio to compare the i-cluster with the j-cluster [22] using the formula stated 

below [23]: 

 

Rij=
SSWi+SSWj

SSBij
 (6) 

 

After obtaining the ratio value, the final step is to calculate the DBI value using the formula below [24]: 

 

DBI=
1

k
∑ maxi≠j(

k

i=1

Ri,j) (7) 

 

In DBI, a smaller value indicates superior clustering outcomes, suggesting that clusters are more internally 

cohesive and more distinct from each other, which is desirable in clustering tasks [25]. 

 

RESULTS AND DISCUSSIONS  

Study dataset 

The study dataset comprises accident-prone areas in North Aceh Regency based on the number of incidents, 

vehicles, and casualties. This classification is carried out to facilitate the community in identifying accident-

prone areas, with three vulnerability levels, namely Not Vulnerable, Vulnerable, and Highly Vulnerable. 

The data used in this study are obtained from accidents that occurred in 2022, where the dataset comprises 
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cases from 7 sub-districts along the National Highway Medan-Banda Aceh, under the jurisdiction of North 

Aceh Police Resort (Polres Aceh Utara). These sub-districts include Tanah Jambo Aye, Baktiya, Baktiya 

Barat, Lhoksukon, Tanah Luas, Tanah Pasir, and Syamtalira Aron.  

 

Table 1. Study dataset 

No Village Sub-district 
Number of 

Incidents 

Number of 

Vehicles 

Involved 

Number of 

Casualties 
∑ 

1 Rawa Iteuk 0,000 0,833 1,670 0,769 3,273 

2 Ceumpeudak 0,167 0,000 0,100 0,000 0,100 

3 Matang Kumbang 0,167 0,800 0,900 1,000 2,700 

4 Lhok Seutui 0,167 0,400 0,500 0,385 1,285 

5 Alue Ie Puteh 0,333 0,400 0,500 0,385 1,285 

6 Alue Bili Rayeuk 0,333 0,000 0,100 0,000 0,100 

7 Matang Panyang 0,333 0,000 0,100 0,231 0,331 

8 Ceubrek 0,333 0,400 0,500 0,385 1,285 

9 Meunasah Dayah 0,500 0,400 0,500 0,385 1,285 

10 Alue Drien 0,500 0,000 0,100 0,077 0,177 

11 Meunasah Ranto 0,500 0,000 0,300 0,154 0,454 

12 Alue Mudem 0,500 0,400 0,500 0,231 1,131 

13 Kuta 0,500 0,000 0,500 0,462 0,962 

14 Bintang Hu 0,500 0,200 0,300 0,077 0,577 

15 Meunasah Geumata 0,500 0,000 0,100 0,077 0,177 

16 Meunasah Trieng 0,500 0,200 0,300 0,154 0,654 

17 Meunasah Nga 0,500 0,200 0,200 0,077 0,477 

18 Paya Beurandang 0,500 0,200 0,200 0,077 0,477 

19 Alue Keujruen 0,667 0,600 0,500 0,308 1,408 

20 Pulo U 0,667 1,000 0,000 0,460 1,460 

21 Ulee Tanoh 0,833 1,000 0,100 0,260 1,360 

22 Teupin Punti 1,000 0,200 0,300 0,154 0,654 

23 Dayah Teungku 1,000 0,400 0,500 0,231 1,131 

24 Cibrek Tunong 1,000 0,000 0,100 0,077 0,177 

 

Results of the purity calculations  

The results of the purity calculations are as follows: 

Purity (d1)   = 
1

(3,273)
(1,670) 

                     = 0,510 

Purity (d2)   = 
1

(0,100)
(0,100) 

                       =  1,677 

Purity (d3)   = 
1

(2,700)
(1,000) 

                       = 0.370 

 

Table 2. The results of the purity calculations 
Village Purity Value 

Rawa Iteuk 0,510 

Ceumpeudak 1,667 

MatangKumbang 0,370 

LhokSeutui 0,389 

Alue Ie Puteh 0,389 

Alue Bili Rayeuk 3,333 

MatangPanyang 1,008 

Ceubrek 0,389 

Meunasah Dayah 0,389 

Alue Drien 2,826 

Meunasah Ranto 1,102 

Alue Mudem 0,442 

Kuta 0,520 

Bintang Hu 0,867 

MeunasahGeumata 2,826 

MeunasahTrieng 0,765 
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Meunasah Nga 1,048 

Paya Beurandang 1,048 

Alue Keujruen 0,474 

Pulo U 0,685 

Ulee Tanoh 0,735 

TeupinPunti 1,529 

Dayah Teungku 0,884 

CibrekTunong 5,652 

 

The minimum and purity values observed in the accident-prone dataset are found to be 0.370 and 5.652, 

occurring at the 3rd and 24th data point. In this study, the data point with the minimum purity value is 

designated as the initial Medoid, while the value serves as the new Medoid. 

 

Clustering process using K-Medoids 

The initialization of centers for 3 clusters from the sample data includes randomly selecting Medoids, with 

the initial cluster center values for the first test presented in Table 3. 

 

Table 3.  Data testing 
Test Number Cluster Center 

1 5 10 12 

2 1 2 3 

 

Table 4. Initial cluster center values 

No Village 
Sub-district 

(X1) 

Number of Incidents 

(X2) 

Number of Vehicles 

(X3) 

Number of 

Casualties (X4) 

5 Alue Ie Puteh 0.16667 0.80000 0.88889 0.63636 

10 Alue Drien 0.50000 0.20000 0.44444 0.36364 

12 Alue Mudem 0.50000 0.20000 0.33333 0.45455 

 

Calculating the nearest distance using the euclidean distance equation 

The distance equation was calculated using the Euclidean Distance method for each cluster as shown in 

Table 5, to perform clustering on each data point. 

 

Table 5. Results of k-medoids algorithm calculation iteration 1 
No Cost 1 Cost 2 Cost 3 Proximity 

1 0.91030 0.52020 0.53203 0.52020 

2 1.29525 0.73030 0.73891 0.73030 

3 0.27029 1.07483 1.09178 0.27029 

4 1.28448 0.62806 0.63805 0.62806 

5 0.00000 0.86199 0.90156 0.00000 

6 0.38023 1.08844 1.10140 0.38023 

7 0.93020 0.29228 0.20031 0.20031 

8 1.32703 0.53230 0.54405 0.53230 

9 1.39506 0.60808 0.59810 0.59810 

10 0.86199 0.00000 0.14356 0.00000 

11 1.35601 0.55849 0.53230 0.53230 

12 0.90156 0.14356 0.00000 0.00000 

13 0.69058 0.27029 0.24619 0.24619 

14 0.34551 0.76850 0.82274 0.34551 

15 0.77516 0.21969 0.29224 0.21969 

16 1.25006 0.42915 0.40468 0.40468 

17 1.39506 0.60808 0.59810 0.59810 

18 1.33883 0.50326 0.49939 0.49939 

19 1.33883 0.50326 0.49939 0.49939 

20 1.33883 0.50326 0.49939 0.49939 

21 1.37695 0.54340 0.52428 0.52428 

22 1.25288 0.54351 0.56954 0.54351 

23 1.49563 0.68956 0.68674 0.68674 

24 1.06130 0.53852 0.55732 0.53852 
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Grouping data based on nearest distance Iteration 1 

After calculating the distance for each data point, grouping is carried out according to their clusters. The 

cluster group of a data point is determined by its nearest distance to a cluster. 

 

Determining new medoids values 

As shown in Table 6, new Medoids values are determined through random selection, ensuring that each 

previously selected medoid cannot reselected again as Non-Medoids. 

 

Table 6. New medoids  

No Village 
Sub-district 

(X1) 

Number of 

Incidents (X2) 

Number of Vehicles 

(X3) 

Number of 

Casualties (X4) 

1 Rawa Iteuk 0.16667 0.80000 0.88889 0.63636 

2 Ceumpeudak 0.50000 0.20000 0.44444 0.36364 

3 Matang Kumbang 0.50000 0.20000 0.33333 0.45455 

 

Recalculate the distance of each object in Iteration 2 using the new medoids, followed by data point 

clustering through the computation of the Euclidean Distance method. 

 

Grouping data based on nearest distance in iteration 2 

After calculating the distance for each data point, grouping is carried out according to data clusters. 

Moreover, the cluster group of a data point is determined by its nearest distance to a cluster. 

 

Calculating the total deviation (S) 

After obtaining the distance values between Iterations 1 and 2, total deviation (S) is calculated by 

determining the difference between the new and the old total cost value. When S < 0, the object values are 

swapped by determining new medoids, leading to repetition of the process from steps 4 to 6. 

 

S = new total cost−old total cost 

   = 12.30 – 10.00 

   = 2.30 

 

The total deviation result is greater than zero (S > 0), leading to the termination of the test at Iteration 2. 

The results from the last iteration serve as clustering parameters and the cluster members are classified as 

Not Vulnerable, Vulnerable, and Highly Vulnerable based on their centroids, namely C1, C2, and C3. 

 

Table 7. Final results 
No Village Prediction 

1 Rawa Iteuk Vulnerable 

2 Ceumpeudak Vulnerable 

3 Matang Kumbang Not Vulnerable 

4 Lhok Seutui Vulnerable 

5 Alue Ie Puteh Not Vulnerable 

6 Alue Bili Rayeuk Not Vulnerable 

7 Matang Panyang Highly Vulnerable 

8 Ceubrek Vulnerable 

9 Meunasah Dayah Highly Vulnerable 

10 Alue Drien Vulnerable 

11 Meunasah Ranto Highly Vulnerable 

12 Alue Mudem Highly Vulnerable 

13 Kuta Highly Vulnerable 

14 Bintang Hu Not Vulnerable 

15 Meunasah Geumata Vulnerable 

16 Meunasah Trieng Highly Vulnerable 

17 Meunasah Nga Highly Vulnerable 

18 Paya Beurandang Highly Vulnerable 

19 Alue Keujruen Highly Vulnerable 

20 Pulo U Highly Vulnerable 

21 Ulee Tanoh Highly Vulnerable 
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22 Teupin Punti Vulnerable 

23 Dayah Teungku Highly Vulnerable 

24 Cibrek Tunong Vulnerable 

 

Iteration results 

In each test conducted on the annual data, all iterations were concluded or completed by the second iteration. 

 

Table 8. Comparison of iteration results 

Test No 

Number of Iterations 

Conventional  

K-Medoids 
Purity K-Medoids 

1 13 2 

2 17 2 

3 10 2 

4 13 2 

5 16 2 

6 9 2 

7 17 2 

8 10 2 

9 16 2 

10 13 2 

Average 13.4 2 

 

Result of the DBI value 

The validation results of DBI obtained during the clustering process using traditional K-Medoids and Purity 

K-Medoids are presented in Table 9. 

 

Table 9. Validation results for DBI 

No Dataset 
Number of K 

DBI Value 

Conventional K-Medoids Purity K-Medoids 

3 1.5128 0.7847 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Graph displaying the iteration count of k-medoids clustering with k = 3. 

 

CONCLUSION 

In conclusion, this study conducted a comparative analysis between K-Medoids and Purity K-Medoids 

clustering methods for identifying accident-prone areas in North Aceh Regency. The Purity K-Medoids 

showed superior performance compared to the traditional K-Medoids, with an average of only 2 iterations 
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and a DBI value of 0.7847 across 10 testing runs. This showed the effectiveness and efficiency of the 

method in accurately identifying accident-prone areas. Meanwhile, K-Medoids method required an average 

of 13.4 iterations and DBI value of 1.5128 under similar testing conditions. The results provided valuable 

guidance for policymakers and stakeholders in implementing targeted interventions to improve road safety 

measures in North Aceh Regency. By using clustering methods, such as Purity K-Medoids, authorities 

could identify accident-prone areas more accurately, allowing for the deployment of preventive measures, 

increased surveillance, and infrastructure improvements. Furthermore, this study contributed 

methodological insights into evaluating clustering algorithms in similar geographical contexts.  
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