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Abstract. 

Purpose: Human gait recognition is one of the developments in artificial intelligence technology. Gait recognition is a 

biometric recognition technique that uses no direct interaction with an object, allowing for identification of individuals 

based on their gait. However, this recognition faces challenges, including varying camera angles (00 - 1800), so this 

requires a more in-depth introduction. 

Methods: Therefore, based on the references, this study proposes using the Gait Energy Image (GEI) and 

Convolutional Neural Network (CNN) features for in-depth extraction and recognition of each image in the Casia B 

Dataset, which is then compared with the results of previous studies. 

Result: The results of this study, with the division of the Casia B Dataset 80% as training data and 20% as testing data 

and 11 camera angles between 00 - 1800 produced an accuracy rate of 99.48%. 

Novelty: So the accuracy achieved with this deep learning technique exceeds that of previous research using 

conventional methods and this gait pattern recognition technique can be used to be implemented in a biometric 

recognition system based on human gait patterns. 
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INTRODUCTION 
Implementations of artificial intelligence technology include systems that can recognize a person's 

biometrics based on their gait, fingerprint, and iris patterns. Fingerprint and iris recognition require direct 

interaction with a sensor or system, while human gait recognition is a biometric recognition process that 

requires no direct interaction  [1], [2]. Therefore, human gait recognition can be used for authentication or 

identification of individuals on criminal wanted lists. This recognition remains a significant challenge due 

to the impact of viewing angle on the recognition rate. Related research addresses this challenge using a 

model-free approach, as this approach captures the characteristics or features of human movement without 

modelling individual parts. [3]–[6].  

 

In the model-free approach, the preprocessing stage of the study uses data from real images of people 

walking, converted into Gait Energy Image (GEI) feature, which is then used as input for each person [7]. 

The results from the GEI feature are then processed using several methods, including the PCA (Principal 

Component Analysis) algorithm, which can extract features and reduce them to low-dimensional images. 

[6], [8], [9]. At the introduction stage, research [3], [10]–[12] using the K-NN method because its simple 

calculations are capable of performing optimal recognition.  

 

Apart from using this method in technological developments, there are deep learning techniques such as 

the use of Convolutional Neural Network (CNN) models which are often used for object recognition  [13]–

[16]. In the research [17] analyzed and compared the results of the accuracy of human gait recognition 

using four deep learning models CNN, MLP, SOM, and EfficientNet, from this research the CNN model 

produced the highest accuracy level of 97.12%. In using the CNN model, epoch is a major consideration 

because it affects the level of object recognition accuracy [18], [19] 
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Therefore, research references on human gait recognition have gaps in dataset selection and implementation 

techniques. In this study, biometric detection of human gait patterns is carried out based on GEI feature, 

which is then recognized using a CNN model. This research aims to improve the level of accuracy in gait 

recognition and the results will be compared with previous research models that used datasets from CASIA-

B (viewpoints vary). Therefore, the results of the research on the development of human gait recognition 

detection are better recommended for long-range biometric recognition techniques. 

 

METHODS 

The method used in solving this research is shown in Figure 1 below. The public dataset used is the Casia-

B dataset consisting of  00 - 1800 and each dataset has 6 gait models as an example of the dataset is shown 

in Figure 2. Prior to training with CNN, the dataset was segmented using the GEI algorithm, which extracts 

human gait models using averaging techniques. This allowed for the evaluation of gait recognition 

accuracy, with 80% testing data and 20% training data. 

 
Figure 1. Proposed method flow 

 

Gait energy image (GEI) 

GEI is a widely used algorithm to obtain human walking frequencies based on sequences of images of 

humans walking. The following is the formula for obtaining GEI. 

 

𝐺(𝑥, 𝑦) =
1

𝑁
∑ 𝐵𝑡(𝑥, 𝑦)

𝑁

𝑡=1

 

 

Where N is the total number of frames in the gait cycle image. T is the frame number in the gait cycle 

image. (x,y) are the coordinate points in the 2D image. The following is an example of 2 sequence images 

of a person walking with sequence number 2 from the right to the leftmost image being a frame in the 

sequence image, and the leftmost image is the image resulting from the GEI algorithm. 

 

 
Figure 2. Gait cycle and GEI feature results (right) 

 

GEI reflects the character of the human walking cycle or can be called Gait Energy Image because: 

1. The silhouette image shows a walking human that has been converted to black and white. 

2. The GEI is the accumulation of each walking human image over a complete cycle. 

3. Pixels with low intensity values represent dynamic parts of the human. 

GEI targets a specific representation of human gait and we use it as the basis for human gait recognition. 

[4]. 

(1) 
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Convolutional neural network (CNN) 

This research uses a Convolutional Neural Network (CNN) architecture designed for individual recognition 

of human gait patterns, consisting of a convolutional layer section and a dense layer section for 

classification [17]. 

 

Convolutional layer 

Multi-layer Conv2D with filter dimensions between 32, 64, and 128 is used to capture the spatial 

characteristics of the main image. ReLU activation is added to help capture complex patterns in the data 

(adding nonlinearity to the model). MaxPooling layers are used to reduce the resolution without losing any 

characteristic information. The first step is to use a selected set of frames as input to a convolutional layer. 

The convolutional layer is connected with a set of M filters into a set of T channels., and A × B compared 

to a mini-image set X with a channel T of size Height × Width. The filter element is written as Ew,x,y,z, 

symbols and the image elements are symbolized by Fg,h,i,j. So the convolutional computation formula is 

defined as follows: 

 

𝑌𝑔,𝑢,𝑖,𝑗 =  ∑ ∑ ∑ 𝐹𝑔,ℎ,𝑖,𝑗+𝑢,𝑗+𝑧 −  𝐸𝑤,𝑥,𝑦,𝑧

𝑆

𝑣=1

𝑅

𝑢=1

𝑇

𝑐=1

 

 

The result of the overall output filter image combination can be defined as follows: 

 

𝑌𝑔,𝑤 =  ∑ 𝐹𝑔,ℎ ∗  𝐸𝑤,𝑥 

𝑇

𝑐=1

 

 

where ∗ is a two-dimensional correlation. The figure 3 below shows the arrangement of convolutional layers 

in the proposed convolutional neural network. 

 

 
Figure 3. Convolutional neural network for human gait recognition 

 

This CNN model starts with three convolutional layers (32, 64, and 128 filters) to capture more detailed 

and in-depth filters. These convolutional layers are combined with a 3x3 kernel to learn and capture 

important details, allowing for accurate distinction between various features. 

From this convolutional layer, a 2x2 MaxPooling process is then performed to reduce the spatial 

dimensionality of the features. MaxPooling helps reduce sampling, making computation easier, and makes 

the model more robust to spatial variations in the image. This 2x2 pooling method preserves important 

features without compromising the character of each feature. 

 

Dense layers 

After the convolutional layer, dense layers with a total of 256 units are used to learn the complex data 

representation of the extracted features. The ReLU activation function is used to add nonlinearity, and 

dropout layers with a ratio of 0.5 are added to prevent overfitting. 

 

Fully connected layer (dense) 

The feature extraction results are then assembled into a fully connected layer. ffull = fCNN. The results of the 

subsequent recognition process are generated through a SoftMax operation, the formula for which is as 

follows: 

(2) 

 

(3) 
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𝑝 =  𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑓𝑓𝑢𝑙𝑙 ∗ 𝑤𝑝 + 𝑏𝑝) 

 

where p is the sample result, the output layer weight matrix is denoted by wp, and the output bias is 

symbolized by bp. Fully connected layer (FC) works on flattened inputs, where all neurons are connected 

to each input. 

 

Output layer 

The dense layer has the appropriate number of classes (human) for the dataset used. The SoftMax activation 

function is used to classify multi-class probabilities, enabling this model to predict all classes in the dataset. 

The model utilizes three convolutional layers that capture the characteristics of each image from the base 

to the deepest layers. Therefore, the use of three convolutional layers is able to maintain a balance between 

model complexity and computational efficiency, while reducing the risk of overfitting during the training 

process. 

 

This study used a learning rate of 0.001 for the training process. This value reflects the complexity of 

parameter selection. A learning rate of 0.001 is considered neutral, aiming to find a balance between 

learning outcomes quickly. An epoch is the process of training large amounts of data by dividing it into 

smaller units [20]. If there is only one epoch, the training process is performed only once on all data. 

However, if there are more than one epoch, the training process is divided according to the number of 

epochs. This study compared epochs from 1 to 20 to determine which epoch achieves maximum accuracy 

[21]–[25]. This model uses a batch sample size of 16 samples, which are processed before the model is 

updated. This size maintains computational efficiency and achieves faster convergence by maintaining 

stochastic values and gradient reduction [26].  

 

RESULTS AND DISCUSSIONS 

This study employed deep learning techniques with a CNN model. Prior to extraction and recognition with 

the CNN, the original images from the Casia B dataset were segmented using the Gait Energy Image feature, 

which captures the characteristics of each gait. The GEI feature provides strong color for static body parts 

like the torso and head, and weak color for dynamic parts like the hands and feet. This can be used as a 

reference in the recognition process. 

 

The GEI feature recognition used a CNN model with three filter parameters. The first filter used 32 filters, 

followed by a second filter with 64 filters, and the final filter with 128 filters. This allows for detailed and 

in-depth object recognition, resulting in extraction that further reveals characteristics. 

 

The extracted filter results were mapped with varying fully connected parameters (128, 256, and 512) to 

determine recognition complexity. In the test, the epochs were divided between 1 and 20. The number of 

epochs indicates that the greater the number of epochs, the more accurate the recognition. The tests with 

these parameters showed varying accuracy and recognition speed, as shown in the figure 4. 

 
Figure 3.  CNN test results 

 

The figure 4 shows that the more epochs, the better the recognition. However, the more epochs, the longer 

the processing time. For comparison, the dense 512 and epochs 20 and 19 have a difference of 120 ms/step 

(4) 
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(198 ms-78 ms). However, this study considers this time difference to be tolerable when compared to the 

accuracy difference between epochs 20 and 19 (99.48% and 96.51%). Therefore, this increase in accuracy 

is due to the large dataset size, which requires a larger number of epoch configurations to divide the tasks 

and will increase the recognition process time. The results of this study, when compared with previous 

research, can be formulated in the table 1 below. 

 

Table 1. Comparison results of accuracy from previous research 
No Reasearch Method Accuracy 

1 M. Karg [8] Casia B Dataset - PCA - SVM 95% 

2 C.-H. Huang [6] Casia B Dataset - GEI - Gabor Wavelet - PCA  88,5% 
3 F. I. Pratama [12]  Casia B Dataset - GEI - Gabor Wavelet - PCA - KNN 98.50% 

5 N. Aman [17] Casia B Dataset - CNN 97.12% 

6 F. I. Pratama (Ours) Casia B Dataset - GEI - CNN 99.48% 

 

The table 1 above shows an evaluation of the increasingly accurate performance of human gait recognition 

using multiple viewpoints, with an accuracy of 99.48%. This deep learning technique outperforms 

conventional techniques used in previous studies due to the CNN model's ability to read detailed 

characteristics of objects, as well as the appropriate epoch selection in human gait recognition. 

 

CONCLUSION 

The conclusion of this study shows that deep learning technology is able to demonstrate better performance 

than conventional models. Deep learning technology using the CNN method is able to perform good 

extraction and recognition supported by the GEI algorithm to produce a complete and continuous gait cycle 

characteristic. Deep learning technology using the CNN method is capable of extracting and recognizing a 

maximum amount of data supported by the GEI algorithm as a feature extraction that will be classified 

using CNN to produce complete and continuous step cycle characteristics. The ideal epoch parameter for 

the dataset used is 20, and the ideal fully connected selection is 512 units. Therefore, the combination of 

GEI and CNN from this study is ideal for use in gait pattern recognition with various viewing angles from 

00 - 1800. Based on the analysis, the selection of CNN method parameters affects the level of accuracy and 

time. Therefore, this CNN has advantages in image extraction and its deep recognition is able to distinguish 

between images that produce an accuracy level of 99.48%. Therefore, the combination of algorithms and 

parameter selection can be used for recognition of every human gait pattern. 

 

The development suggestion for this research is to add human walking characteristics to the recognition of 

human gait patterns, such as the condition of humans carrying various items and clothes to the training data, 

so this requires the development of recognition techniques that can be used to recognize various human 

patterns. 
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