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Abstract. 

Purpose: Machine learning is a key area of artificial intelligence, applicable in various fields, including the prediction 

of timely graduation. One method within machine learning is supervised learning. However, the results are influenced 

by the distribution of data, particularly in the case of imbalanced classes, where the minority class is significantly 

smaller than the majority class, affecting classification performance. Timely graduation from a university is crucial for 

its sustainability and accreditation. This research aims to identify a suitable method to address the issue of predicting 

timely graduation by managing class imbalance using SMOTE (Synthetic Minority Oversampling Technique). 

Methods: This study uses a five-year dataset with 26 attributes and 1328 records, including status labels. The 

preprocessing stages involve applying five classification algorithms: Decision Tree (DT), Naive Bayes (NB), Logistic 

Regression (LR), K-Nearest Neighbors (KNN), and Random Forest (RF). Each algorithm is used both with and without 

SMOTE to handle the class imbalance. The dataset indicates that 60.84% of the cases represent timely graduations. To 

mitigate the imbalance, over/under-sampling methods are employed to balance the data. The evaluation metric used is 

the confusion matrix, which assesses the classification performance. 

Result: Without SMOTE, the accuracies were 89.12% for DT, 79.65% for NB, 89.47% for LR, 87.72% for KNN, and 

90.88% for RF. With SMOTE, the accuracies were 88.89% for DT, 81.48% for NB, 91.05% for LR, 92.59% for KNN, 

and 89.81% for RF. The algorithms NB, LR, and KNN showed improvement with SMOTE, with KNN yielding the 

best results. 

Novelty: Based on the comparison results, a comparison of five algorithms with and without SMOTE can reasonably 

classify several of the algorithms being compared. 
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INTRODUCTION 
Universities represent the pinnacle of educational institutions, offering tertiary education across three 

stages: Bachelor (S1), Master (S2), and Doctoral (S3) levels. Accreditation in higher education serves as a 

means for universities to validate their operations and gain recognition for their contributions. A crucial 

aspect of accreditation is the timely graduation of students, a criterion assessed by the National 

Accreditation Board for Higher Education (BAN-PT) or the Institute for Independent Accreditation (LAM), 

the designated authorities responsible for evaluating universities. Timely graduation entails students 

completing their studies within a maximum period of four years [1]. Indonesia boasts 4,432 universities 

and 42,913 study programs [2], encompassing universities, institutes, polytechnics, and academies. Given 

the significance of timely graduation as an evaluation parameter impacting university accreditation 

assessments, it becomes imperative for these institutions to establish appropriate criteria for selecting 

prospective students capable of graduating within the stipulated timeframe. As previously written in the 

higher education accreditation guidelines, educational effectiveness and productivity are measured by the 

average length of study and timely graduation in a higher education institution [3]–[7].  
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Assessing a university's success involves comparing the punctuality of graduates with the academic 

performance of students who fail to meet required standards. This aspect is explored in a study [8], which 

predicts the likelihood of student dropout by categorizing students into clusters based on their propensity 

to drop out. Decision-making can involve observing student lectures or developing predictions based on 

provided inputs. Previous research by other scholars has investigated graduation punctuality, linking 

forecasted outcomes to student attributes [9]. Moreover, predictions are formulated by incorporating input 

judgments derived from machine learning techniques [10]–[13]. Researchers have also previously 

examined timely graduation using an algorithm without SMOTE [14].  

 

This research employs DecisionTree [15]–[17], Naive Bayes [18], Logistic Regression, KNN [19], [20], 

and Random Forest [21], [22] classification techniques to investigate the timely completion rate of 

academic programs, building on previous research conducted using these five methods [14]. After data 

cleaning, the dataset will be analyzed using these techniques, with the Synthetic Minority Over-sampling 

Technique (SMOTE) employed for comparison. The Decision Tree, Naive Bayes, Logistic Regression, 

KNN, and Random Forest algorithms are utilized to assess system accuracy, with additional metrics such 

as precision, recall, and F1 score considered in the evaluation. 

 

METHODS 

This research was motivated by the impact of timely graduation on university accreditation. Universities 

strive to ensure timely graduation to meet accreditation standards, prompting them to seek the best 

prospective students to achieve this goal. However, private universities face challenges in attracting top 

prospective students, as state universities are the preferred choice for most students in Indonesia. To address 

this issue, one approach is to predict the attributes that influence a student's timely graduation. The first 

step is to develop a tool to identify the most suitable student candidates or provide guidance to help students 

graduate on time. 

 

The proposed framework in this study consists of five phases: data collection, data labeling, preprocessing, 

modeling, and machine learning (ML) categorization. This approach involves dividing the dataset into two 

subsets: 80% for training data and 20% for testing data. The outcomes of this study encompass assessment 

findings in terms of accuracy, precision, recall, and F1-Score. Figure 1 depicts the sequential steps of the 

proposed framework utilized in this research. 

 

 
Figure 1. Research framework 

Dataset 

This research utilizes data from graduate students at the University of Palembang spanning the years 2015 

to 2019 across five undergraduate study programs. The characteristics examined in this study include the 

duration of attendance at the university, gender, place of education, study plan, Semester Achievement 

Index (IPS), SKS for social studies, and credits taken in lecture sessions. Previous research on timely 

graduation has explored various attributes for predictive purposes.  
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In a study by [23], variables such as experience, gender, language proficiency, and skills were employed 

for predictions in e-learning system user profiling. Another study [11] investigated attributes including 

gender, study program, school type, primary education institution, region, grade, and graduation year for 

predictive purposes. Similarly, research by [24] focused on predicting course completion, GPA, gender, 

place of origin, and study program, utilizing comparable attributes. Consequently, this research incorporates 

six main attributes: university tenure, gender, school of origin, study program, social studies credits, and 

total credits. 

 

The IPS and SKS attributes are further subdivided into ten attributes each (IPS1-IPS10 and SKS1-SKS10). 

This study focuses on data from a single university in Palembang, categorized by study program, which 

will be integrated into the model under development. The data collection process and the features utilized 

are summarized in Table 1, following established conventions in prior research. 

 

Table 1. Initial input variables 
No. Variable Description 

1 Enter_year (Ey) The year in which students entered the University 

2 Time (tm) Distinction between morning (M) and afternoon (N) lecture hours 

3 Gender (gd) Gender categorization: male (M) or female (F) 

4 School_type (schT) Classification of students' school location: private (Pr) or public (Pu) 

5 Major (Mj) 

Student's chosen department or major, including IF (Informatics), SI 

(Information System), TE (Electronic Engineering), MJ (Management), and 

AK (Accounting) 

6 IPS1 – 10 Student achievement index scores for the 1st through 10th semesters 

7 SKS1 – 10 Course credits received by students for each semester (1 – 24) 

8 Status (st) 
Graduation status based on GPA and study period, categorized as 

Graduated (0) and Not Graduated (1) 

 

Preprocessing 

The dataset collection process yielded a total of 1,307 rows of data. The preprocessing stage begins with 

(i) data collection, which involves extracting data from the academic domain through the Learning 

Management System (LMS) application owned by MDP University, specifically the lecture information 

system, to obtain initial data. This dataset comprises 26 variables utilized in this research, as detailed in 

Table 1. 

 

The initial step involves gathering academic data from graduate students spanning 2015 to 2019, resulting 

in a total of 1,328 rows used in this study, with 808 instances of non-timely graduation (60.84%) and 520 

instances of timely graduation (39.16%), indicating an imbalance in the dataset [25]–[27]. (ii) Data cleaning 

follows, which involves identifying and handling inappropriate or missing data. Unsuitable data is removed 

from the academic data repository, and missing values are imputed using an average value approach. 

Specifically, missing values are replaced with the calculated average value. Table 2 presents information 

on average data in row 1, with rows 2 to 10 indicating instances lacking necessary fields or being empty, 

often due to students dropping out after the first semester due to poor performance, necessitating the 

removal of such outlier data. (iii) Data transformation is the next stage, involving compilation of data and 

assignment of pass or fail labels as per machine learning requirements. Lastly, (iv) data reduction involves 

partitioning the dataset into training data (80%) and test data (20%), utilizing the entire dataset to develop 

a training data model. 

 

Table 2. Missing value 

No. Ey Tm Gd schT Mj IPS1 IPS2 ..... IPS9 IPS10 SKS1 SKS2 ..... SKS9 SKS10 st 

1 2015 M M Pu SI 2.58 3 ..... 1.28 0 19 21 ..... 12 0 0 

2 2015 M M Pr SI 0.42 0 ..... 0 0 19 0 ..... 0 0 1 

3 2015 N M Pr SI 0.95 0 ..... 0 0 19 0 ..... 0 0 1 

4 2015 N M Pr SI 2.05 0 ..... 0 0 19 0 ..... 0 0 1 

5 2016 M M Pu IF 2.35 0 ..... 0 0 20 0 ..... 0 0 1 

6 2016 M M Pu IF 2.34 3.09 ..... 0 0 20 18 ..... 0 0 1 

7 2016 M M Pr IF 1.66 0 ..... 0 0 20 0 ..... 0 0 1 

8 2017 N F Pr SI 3.24 0 ..... 0 0 19 0 ..... 0 0 1 

9 2017 N M Pr SI 1.96 0 ..... 0 0 19 0 ..... 0 0 1 

10 2017 M F Pu SI 1.38 0 ..... 0 0 19 0 ..... 0 0 1 
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SMOTE (Synthetic Minority Over-sampling Technique) 

This approach is employed to enhance the accuracy of study findings [28], [29]. The primary objective of 

the SMOTE method is to mitigate the class imbalance issue observed in research. The SMOTE technique 

involves generating synthetic data by duplicating minority data through data resampling. There are two 

processes [30]: (i) undersampling and (ii) oversampling. Here is an elucidation of SMOTE, a technique 

used in machine learning: (i) Calculate the difference between a sample and its closest neighboring sample, 

(ii) multiply this difference by a random integer ranging from 0 to 1, (iii) add this adjusted difference to the 

original sample to create a new synthetic example in the feature space, (iv) repeat this process with 

subsequent nearest neighbors until the desired number is reached, as specified by the user. The most 

commonly used approach in SMOTE is oversampling, which generates synthetic samples to balance the 

dataset. An example illustrating the process of SMOTE is presented in Figure 2. 

 

 
Figure 2. SMOTE working procedure 

 

SMOTE is utilized to address imbalanced datasets in various research domains [31]–[33]. The current 

research employs the SMOTE algorithm to enhance the quality of test data for model generation. The 

process involved in the SMOTE algorithm for handling imbalanced data is depicted in Figure 3. The 

procedure begins with utilizing the available data, detailed in the preprocessing section, comprising a total 

of 1,328 entries with 60.84% representing graduates not meeting timelines and 39.16% representing timely 

graduates. This imbalanced dataset is then utilized in the research employing the SMOTE technique for 

oversampling. Figure 4 illustrates the dataset before and after applying SMOTE. 

 

 
Figure 3. SMOTE step process to classification 
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Figure 4. Total data before and after SMOTE 

 

Feature selection 

Feature selection is conducted to determine the most relevant features for this research. Researchers utilized 

the Chi-Square method, a widely recognized technique in machine learning research [34]–[37]. Initially, 

26 features were considered for evaluation, and their suitability was assessed using the Chi-Square method. 

The obtained results for this weighting involve calculations between observed frequency and expected 

frequency, which are elements of the Chi-Square method, as presented in equation (1): 

 

𝑋𝑐
2 =  ∑

(𝑂𝑖−𝐸𝑖)2

𝐸𝑖
     (1) 

Description: 

𝑋 = chi-square statistic   𝑂 = observed frequency  𝐸 = expected frequency 

 

Nineteen influential features were identified through the Chi-Square method, refining the initial set of 

twenty-six. These selected features significantly impact classification tasks when using machine learning 

techniques, particularly with carefully chosen classification algorithms such as Naive Bayes or Random 

Forest. The weight values derived from the Chi-Square technique for this study are detailed in Table 3. 

 

Table 3. Attribute weighting results 
No. Variable Weight 

1 Enter_year 52.51 

2 Time 22.70 

3 Gender 53.68 

4 School_type 69.31 

5 Major 49.64 

6 IPS1 369.82 

7 IPS2 385.07 

8 IPS3 448,24 

9 IPS4 411,50 

10 IPS5 411,79 

11 IPS6 406,41 

12 IPS7 257.03 

13 IPS8 284.19 

14 IPS9 258.64 

15 IPS10 108.85 

16 SKS1 26.51 

17 SKS2 334.23 

18 SKS3 403.28 

19 SKS4 415.56 

20 SKS5 369.59 

21 SKS6 187.11 

22 SKS7 222.37 

23 SKS8 426.00 

24 SKS9 256.19 

25 SKS10 160.47 

26 Status 0 
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Evaluation 

This step incorporated an evaluation technique employed in this study, specifically utilizing the Confusion 

Matrix methodology. The Confusion Matrix serves to evaluate the efficacy of categorization [38], [39]. 

This method produces several computed metrics, including precision, recall, accuracy, and F1 Score. These 

computations are essential due to the interdependencies among the requisite data for each step. The results 

of this evaluation are illustrated through equations (2), (3), (4), and (5). Metrics such as precision, recall, 

accuracy, and F1 Score are utilized to assess the efficacy of data testing throughout the study. Accuracy 

assesses the alignment of research predictions with actual outcomes, while recall evaluates the similarity 

between datasets. The F1 Score signifies the balance between Precision and Recall values and is employed 

in studies to gauge the consistency between these metrics. The Confusion Matrix methodology scrutinizes 

the performance of classification, encompassing positive and negative classifications, resulting in true 

positive, false positive, true negative, and false negative outcomes. These outcomes delineate the 

classification of data. The Confusion Matrix results from data processing are presented in Table 4, 

encompassing four distinct components. 

 

Table 4. Confusion matrix 

 
Predicted Values 

Positive Negative 

Actual 

Values 

Positive True Positive (TP) False Negative (FN) 

Negative False Negative (FN) True Negative (TN) 

 

The parameters from Table 4 have the following meanings: True Positive (TP) is a value that is correctly 

identified as positive. False Positive (FP) is a value that is not true but is identified as a positive. False 

Negative (FN) is a value that is true but is considered a negative. True Negative (TN) is a negative value 

and is correctly considered negative. 

 

𝑃𝑟𝑒𝑐𝑒𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
     (2) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
       (3) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃++𝑇𝑁+ 𝐹𝑃+𝐹𝑁
     (4) 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =  2 𝑋 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
      (5) 

 

RESULTS AND DISCUSSIONS  

This research utilizes a dataset from academic records spanning active students up to the graduating class 

of 2015-2019. Machine learning algorithms are employed as a common approach to predict timely 

graduation among students [40] [23], [41], [42]. Among various machine learning methods, classification 

stands out. In this study, classification is implemented using Naive Bayes and Random Forest algorithms. 

What sets this research apart is the integration of these algorithms, aiming to enhance data processing 

performance using the SMOTE algorithm. The machine learning methods employed herein include 

Decision Tree (DT), Naive Bayes (NB), Logistic Regression (LR), K-Nearest Neighbors (KNN), and 

Random Forest (RF). The results of this methodological fusion are presented in Table 5, showcasing the 

evaluation results of data testing without leveraging SMOTE and illustrating the outcomes of data testing 

with SMOTE.  

 

Table 1. Comparison of results with and without leveraging SMOTE 
Classifier SMOTE Accuracy Precision Recall AUC F1 

Decision Tree 
Without 89.12 80.26 99.19 95.1 88.72 

With 88.89 83.16 97.53 90.5 89.78 

Naive Bayes 
Without 79.65 91.14 58.54 92.7 71.28 

With 81.48 98.11 64.2 94.6 77.6 

Logistic  Regression 
Without 89.47 89.08 86.18 95.1 87.61 

With 91.05 91.3 90.74 97.0 91.02 

KNN 
Without 87.72 86.07 85.73 95.7 85.89 

With 92.59 89.20 96.91 97.1 92.89 

Random Forest 
Without 90.88 85.93 94.31 97.2 89.92 

With 89.81 83.77 98.77 98.5 90.71 
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The results presented in this research were also discussed in prior studies [14] without the use of SMOTE, 

employing five existing algorithms. The current research extends these findings by applying SMOTE to all 

previously selected algorithms. The confusion matrix testing conducted in this research, detailed in Table 

5, illustrates the outcomes of data testing both without leveraging SMOTE and with leveraging SMOTE. 

These results demonstrate improved accuracy when SMOTE is integrated, with KNN achieving the highest 

improvement among the algorithms tested. Specifically, KNN achieved an accuracy of 87.72% without 

leveraging SMOTE and 92.59% with leveraging SMOTE, resulting in a 4.87% increase in accuracy upon 

integrating the SMOTE algorithm with KNN. An example illustrating these accuracy improvements for 

KNN is presented in Figure 5. 

 

 
Figure 5. KNN classifier accuracy without and with leveraging SMOTE 

 

Figure 6 displays the Receiver Operating Characteristic (ROC) curve and the Area Under Curve (AUC) 

using the KNN Classifier algorithm with SMOTE integration. The AUC obtained from these results is 

0.971, corresponding to 97.1%. 

 

 
Figure 6. KNN classifier AUC leveraging SMOTE 
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Calculate the F1 Score using the example results from the KNN Classifier without SMOTE (result 6) and 

with SMOTE (result 7). 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =  2 𝑋 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =  2 𝑋 
0.8607 𝑥 0.8573

0.8607 + 0.8573
 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =  2 𝑋 
0.7378

1.718
 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =  0.8589 or 85,89%           (6) 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =  2 𝑋 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =  2 𝑋 
0.8920 𝑥 0.9691

0.8920 + 0.9691
 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =  2 𝑋 
0.8644

1.8611
 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =  0.9289 or 92.89%     (7) 

 

CONCLUSION 

This research employed machine learning methods to predict timely graduation from a university. The 

stages of data collection and model building, both with and without leveraging SMOTE, yielded varying 

results. Without leveraging SMOTE, the accuracy rates were as follows: Decision Tree (DT) 89.12%, Naive 

Bayes (NB) 79.65%, Logistic Regression (LR) 89.47%, K-Nearest Neighbors (KNN) 87.72%, and Random 

Forest (RF) 90.88%. When SMOTE was leveraged, the accuracies were: DT 88.89%, NB 81.48%, LR 

91.05%, KNN 92.59%, and RF 89.81%. 

 

Notably, leveraging SMOTE led to increased accuracy in several classifiers: NB improved from 79.65% to 

81.48%, LR from 89.47% to 91.05%, and KNN achieved the highest improvement, rising from 87.72% to 

92.59%. The KNN classifier showed the highest accuracy when SMOTE was applied. 
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