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Abstract. 

Purpose: The presence of a two-month lag in Hotel Room Occupancy Rate (TPK) data necessitates an alternative 

method to accommodate adjustments in the economic circumstances of the tourism industry. In this context, TPK is 

connected to the influx of tourists, making the data a valuable resource for assessing the tourism potential of a particular 

area. The information can be used to make informed decisions when considering investments in the local tourism 

industry. Therefore, this research aimed to formulate predictions for future trends using now-forecasting. The variables 

of Google Trends Index (IGT) and online traveler reviews considered were obtained from big data. 

Methods: This research used machine learning methods with Random Forest, LSTM, and CNN-BiLSTM-Attention 

models in determining the best model. Meanwhile, the datasets were acquired from diverse secondary data sources. 

Hotel Occupancy Rooms Rate was derived from BPS-Statistics Indonesia, while additional data were collected through 

web scraping from online travel agency websites such as Tripadvisor.com, IGT with keywords “IKN”, “hotel”, and 

“banjir”. For the sentiment variable from online reviews, lag effects of one, two, and three months were analyzed to 

determine the correlation with TPK. The highest correlation was selected for inclusion in the prediction model across 

all machine learning methods. 

Result: The results showed that the use of IGT and online traveler reviews increased the precision of forecasting 

models. The best model of hotel TPK nowcasting was Random Forest Regression with the lowest MAPE value and 

accuracy of 5.37% and 94.63%, respectively. 
Novelty: The proposed method showed great potential in improving the prediction of hotel TPK by leveraging new 

technology and extensive data sources. The correlation with TPK decreases with an increasing time lag of sentiment. 

Therefore, the sentiment of reviews in the current month has the highest correlation with TPK, compared to the previous 

one, two, or three months. 
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INTRODUCTION 
The government is planning to implement Sustainable Development Goals (SDGs) through the 

establishment of a green economy. The objective is to enhance sustainable economic expansion, reduce 

poverty rates, advance social integration, and uphold environmental sustainability and resource efficiency 

[1].  

 

The improvement of the tourism sector is an important effort to achieve a green economy [2], [3], which is 

a sustainable tourism industry. According to United Nations World Tourism Organization (NWTO), 

sustainable tourism considers the current and future conditions of economic, social, and environmental 

aspects. In this context, the variable balances the needs of visitors, local communities, industry, and 

environmental sustainability [4]. The tourism industry is a driver of economic growth through the multiplier 

effect. Therefore, tourism is expected to promote the business of providing accommodation, food and drink, 

as well as other services. 
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The calculation of Gross Domestic Product (GDP) category I and the provision of accommodation as well 

as food and beverages, requires an indicator of hotel room occupancy rate (TPK). TPK is estimated from 

VHTS survey and measures the ratio of occupied rooms compared to the total number available [5]. Since 

the concept is closely related to tourist arrivals [6], [7], [8], the data can be used to evaluate tourist potential 

[8]. In addition, investors used the data as a consideration of investing in the tourism sector [8]. 

 

 
Figure 1. Average TPK value per province in Indonesia 

 

TPK is categorized into star and non-star hotels [9] and Figure 1 shows the average from January 2023 to 

July 2023. The province of East Kalimantan has the highest average TPK during the period [10].  

 

The VHT-L questionnaire is initiated at the start of the year [9] to obtain hospitality statistics on the quantity 

of hotels, rooms, and beds across all accommodations. Meanwhile, the VHT-S questionnaire is used to 

collect data on indicators, including average duration of stay, ratio of international and domestic guests, 

and room occupancy rate. This questionnaire is administered monthly to all-star and non-star hotel samples 

[9]. BPS necessitates a substantial financial investment and significant work in survey planning to produce 

TPK. The acquisition of the value necessitates a significant time delay [6], enabling adjustments in response 

to shifts in economic circumstances [5]. 

 

The development of the Internet is increasing over time, specifically in Indonesia. Therefore, the use of 

mobile-based applications and website services is high, including travel service applications and online 

hotel reservation providers. The most visited travel and tourism website in Indonesia and globally is 

Tripadvisor.com [11], [12]. 

 

The existence of online booking platforms has changed the pattern of consumer behaviour in selecting 

hotels [13], [14]. Consumers can filter information that suits the needs provided by the website and consider 

previous reviews [13]. Therefore, many research used online review analysis as a subject of hotel 

management [13], [14], [15]. In addition, guest reviews can also be analysed for sentiment and adopted as 

an additional evaluation of the quality of hotels. The use of search engines such as Google Search is also 

widely recognized. Since 2009, search intensity was introduced through Google Trends which provided 

daily, weekly, and monthly reports with explored keywords [5]. 

 

In previous research, regression models such as ARIMA and ARIMAX [5], [6] were used to predict TPK 

values. However, machine [16] and deep learning models were used to predict the values [13]. The models 

provided better accuracy compared to ARIMA/ARIMAX [17], [18], [19]. Therefore, this research adopted 

machine and deep learning methods. Sequential deep learning such as Long Short-Term Memory (LSTM) 

[20] is used to predict time series data [13], [21], [22]. LSTM algorithm improvises the vanishing gradient 

problem in Recurrent Neural Network (RNN) when processing long sequences [13]. In the TPK prediction 

[13], LSTM showed better accuracy compared to other models such as BPNN, GRNN, LSSVR, RF, and 

GPR. Meanwhile, in stock forecasting [23], pollution prediction [24], water level prediction [25], and 
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electricity load prediction [26], other models such as CNN-BiLSTM-Attention were proposed to produce 

better accuracy than LSTM and BiLSTM. 

 

In previous research using CNN-BiLSTM-Attention method, PM2.5 concentration forecasting was carried 

out to measure the level of air pollution [24]. This method consisted of Convolutional Neural Network 

(CNN), Bidirectional Long Short-Term Memory (BiLSTM) layer, and Attention layers. CNN was first 

proposed in 1998 [27] for character recognition in printed documents. According to [24], the algorithm was 

used in extracting effective features from related factors. BiLSTM was adopted in solving the exploding 

gradient problem in time series and identifying temporal features in two hidden layer directions [24]. 

Meanwhile, the attention mechanism analyses the importance of features and assigns appropriate weights 

[24]. 

 

Room occupancy rate of star hotel in East Kalimantan was predicted using several methods, namely 

Random Forest Regression (RFR) [28], [29], [30], [31], LSTM [13], [21], and CNN-BiLSTM-Attention 

[23], [24], [25], [26]. This research used variables derived from scraping reviews on tripadvisor.com which 

were considered on the sentiment scale [13], rating [13], and number of reviews [32]. The prediction also 

included additional variables affecting TPK such as the number of tourist visits [7], [33], average length of 

stay [33] and scores from Google Trends with keywords “IKN” [34] and “Hotel” [5], [6]. Tourist arrivals 

that influence TPK [7], [30] are also behind the addition of dummy variables and Google Trend indexes 

(IGT) related to pandemics [35], [36] and natural disasters [37] with the keyword “flood”. The results are 

expected to take the best model which can be applied in predicting the value of TPK. By identifying the 

best predictive model, this research contributes to the accurate forecasting of TPK value. 

 

METHODS 

Problems regarding the release of TPK with time lag can be solved by prediction or nowcasting. The 

prediction was achieved by adding variables from Tripadvisor to increase the accuracy. The added variables 

included the number of reviews, rating, and sentiment scale. In addition, Tripadvisor review variable was 

analyzed to determine guest sentiment at star hotel in East Kalimantan.  

 

 
Figure 2. Research framework 

 

The variables used include data on TPK of star hotel (TPK), the number of domestic tourist trips based on 

the original region (wisnus_asal), the domestic tourist trips based on the destination region (wisnus_tujuan), 

the number of foreign tourist arrivals (wisman), the average length of stay of domestic guests (rlm_tanus), 

average length of stay of foreign guests (rlm_taman), pandemic dummy variable (pandemic), IGT score 

with keywords hotel (IGT_Hotel), IKN (IGT_IKN), and flood (IGT_Flood) and variables derived from 

tripadvisor, namely the number of reviews (review), rating (rating), vader sentiment scale (vader_scale), 

and textblob sentiment scale (textblob_scale). For the sentiment variable from online reviews, lag effects 

of one, two, and three months were analyzed to determine the correlation with TPK. The highest correlation 

was selected for inclusion in the prediction model across all machine learning methods. The variables were 

included in the Random Forest Regression (RFR), LSTM, and CNN-BiLSTM-Attention models. 

Meanwhile, a model without the variables was tested to de determine the influence of tripadvisor. 
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In this research, the stages were carried out with the following steps. 

 

Data collection 

The data used are obtained from room occupancy rates of star hotels, number of foreign tourist arrivals, 

domestic tourist trips, and average length of stay. In addition, additional data are collected by scraping the 

tripadvisor.com website and IGT, as well as manually creating dummy variables. 

 

The retrieval of reviews on Tripadvisor is based on directory data of star hotel in East Kalimantan. Out of 

the 73 1-star to 5-star hotels available on tripadvisor.com, 68 were taken with 3 substituted hotels with the 

same criteria. Hotels were taken for guest reviews and only 10,107 were successfully received. From the 

results, the retrieved data was cleaned and 8,664 reviews had a date period from January 1, 2014, to August 

31, 2023, in sentiment analysis. For modelling TPK predictions, only the range from January 2019 to 

August 2023 is used. The results of scraping produce sentiment scale variables, ratings, and the number of 

reviews. Other variables were obtained from IGT with several keywords, namely “IKN”, “hotel”, and 

“flood”. In addition, a dummy variable is also added which marks the month of COVID-19 pandemic phase. 

 

Preprocessing 

The collected data was preprocessed to obtain the values per month and the period taken for the variables 

to be included in the model was from January 2019 to August 2023. This process also comprised the 

creation of variables including: 

1. Sentiment Scale  

Sentiment scale was obtained from the results of tripadvisor scraping. This process was carried 

out using chrome extension [38], namely TripAdvisor® Review Scraper. Hotels in the directory 

are replaced with the same criteria in the East Kalimantan region. 

Scraping in the form of reviews is measured for polarity using lexicon-based. The measurement 

results are minus, plus and zero for negative, positive, and neutral reviews. In addition, reviews 

are preprocessed by being translated into English, and cleaned with the cleantext library [39]. The 

results were analyzed using vaderSentiment [40] and textblob [41] to obtain a polarity score. In 

addition, reviews were mapped and the monthly results were taken into vader and textblob. 

2. Guest Rating Variables 

Guest rating variables are obtained from tripadvisor.com scraping results with a value of 1 to 5. 

All the ratings given by guests in a particular month are calculated with hotel by taking the average 

value.  

3. Number of Reviews 

The number of reviews is obtained from the calculation of a particular month from the scraping 

results. 

4. Hotel IGT  

Google Trends hotel index is obtained by using a scale of 0 to 100 for the keyword “Hotel” with 

coverage of East Kalimantan region from January 2019 to August 2023. 

5. IKN IGT  

IKN IGT is obtained by taking a scale of 0 to 100 for the keyword “IKN” with coverage of the 

Indonesian region from January 2019 to August 2023. 

6. Flood IGT Variable  

Flood IGT is obtained by taking a scale of 0 to 100 for the keyword “flood” with coverage of the 

East Kalimantan region. The weekly data obtained was grouped with the average of each month. 

7. Pandemic dummy variable 

Pandemic dummy variable is coded 1 and 0 for months with and without the pandemic phase. The 

value of 1 in this variable starts in March 2020 [42] to June 2023 [43] while is 0 in other months. 

 

After the collection of variables, the subsequent step in preprocessing is lag setting. Vader and textblob 

sentiment scale were made into new variables having lag values of t, t+1, t+2, and t+3 with t being months 

to determine effect of guest reviews at a time lag of t months. This determination was made by taking the 

best correlation between TPK and sentiment scale variables with time t, t+1, t+2, or t+3. 

 

Data segregation 

This stage commences with a split where the available data is divided into training and testing data with a 

ratio of 80:20. Training data is used to build the best model which is tested on testing data. 

 



 

Scientific Journal of Informatics, Vol. 11, No. 2, May 2024 | 511  
 

Modeling and testing 

The training and testing data are entered into the model to obtain the best result from Random Forest, 

LSTM, and CNN-BiLSTM-Attention, as shown in Figure 3. 

 

 
Figure 3 Structure of LSTM model[14] 

 

LSTM modeling includes two consecutive layers to process time series data. The input layer receives data 

with a single time step and features including variables from TripAdvisor. The first and second layers return 

sequence outputs for each time step and receive more abstract representations, respectively. A dropout layer 

is used to prevent overfitting, and the output layer generates regression predictions with a single continuous 

value. The model is compiled using Adam optimizer learning rate of 0.016 and a mean squared error (MSE) 

loss function, with evaluation metrics such as mean absolute error (MAE) and R-Squared. 

 

Hyperparameters are tuned using a 5-fold cross-validation grid search when building the LSTM model [29], 

[31], [44]. The values adjusted include the number of layers, batch size, and dropout rate. Additionally, the 

loss function is set as Mean Squared Error (MSE) to systematically explore the hyperparameter space and 

select the combination with the best performance. The steps of the CNN-BiLSTM-Attention modeling 

process are shown in Figure 4.  

 

 

 

Figure 4 Structure of CNN-BiLSTM-Attention model 

 

Testing is carried out without including variables derived from Tripadvisor, namely the number of reviews, 

ratings, and sentiment scale to determine the comparison of model performance.  

 

Model evaluation 

The model built and optimized is used to predict TPK on testing data to obtain MAPE and RMSE. 
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𝑀𝐴𝐸 =
1

𝑛
∑ |𝑦𝑖 − 𝑦�̂�|

𝑛
𝑖=1    (3) 

where: 

n  = the number of observations 

𝑦𝑖   = the value of observations 

𝑦�̂� = predicted value of observations 

 

The MAPE and RMSE are compared between Random Forest, LSTM, and CNN-BiLSTM-Attention 

models to determine the best model for TPK case. 

 

RESULTS AND DISCUSSIONS  

Sentiment analysis 

Based on scraping reviews on Tripadvisor, the data cleaned is analyzed for sentiment with lexicon-based, 

namely Textblob and Vader. The sentiment results from guest reviews are classified into positive, negative, 

and neutral categories as shown in Figure 6. 

 

 

 
Figure 6. Sentiment comparison 

 

Based on Figure 6, most reviews have a positive sentiment. In the analysis using textblob, the percentage 

of positive, negative, and neutral sentiments in guest reviews reached 87.28%, 6.17%, and 6.54%, 

respectively. Meanwhile, the analysis using vader is also dominated by positive, negative, and neutral 

sentiments with a percentage of 89.92%, 4.87%, and 5.21%, respectively. 

 

 
Figure 7. Online traveler reviews Word cloud 

 

Figure 7 is a word cloud of online traveler reviews on tripadvisor.com website that shows some of the 

words in guest reviews, such as room, hotel, breakfast, good, and staff. In addition, the word cloud includes 

all reviews in multiple languages. From the various types of word cloud, Indonesian is more dominant than 

other languages. The appearance of Balikpapan and Samarinda also shows that most of the star hotels are 

centered in the two cities. 

 

Tpk prediction modeling 

Data per month was used in modeling with a period of January 2019 to August 2023. The variables include 

TPK, number of domestic tourist trips based on origin (East Kalimantan), domestic tourist trips based on 
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destination (East Kalimantan), foreign tourist arrivals, average length of stay of foreign tourists, average 

length of stay of domestic tourists, average length of stay of all tourists, google trends hotel index 

(accommodation type), google trends hotel index (search term), google trends IKN index, google trends 

flood index, pandemic, rating, vader sentiment scale, textblob sentiment scale, and number of reviews. 

Meanwhile, certain factors are excluded while establishing the optimal latency using Pearson correlation, 

as shown in Figure 8.  

 

 
Figure 8. Correlation among variables (20 variables) 

 

Several lags were selected with the highest absolute correlation of TPK on textblob and vader_scale. The 

textblob scale has a higher correlation of 0.363 compared to t+1, t+2, and t+3 with correlations of 0.302, 

0.174, and 0.219 respectively. On vader scale, the highest value has an absolute correlation of 0.144 with 

the comparison of t+1, t+2 and t+3 at 0.093, 0.118, and 0.058, respectively. Similarly, the treatment 

produces clean variables to be used in modeling, as shown in Table 1. 

 

Table 1. Descriptive statistics 

variable count mean std min max 

TPK 56 54.11 9.74 26.31 67.52 

Wisnus_asal 56 442024.18 268998.43 85523 1061653 

wisnus_tujuan 56 453722.98 266324.54 91121 999931 

Wisman 56 120.71 155 0 526 

rlm tamu mancanegara 56 2.38 0.51 1.1 3.69 

rlm tamu nusantara 56 1.67 0.16 1.45 2.11 

IGT IKN 56 10.58 12.96 1.25 57.25 

Pandemi 56 0.71 0.46 0 1 

Rating 56 4.57 0.35 3.5 4.96 

jumlah review 56 81.43 74.43 4 322 

IGT Banjir 56 9.53 5.2 2.75 30.6 

IGT Hotel 56 47.58 13.17 24.5 80.4 

vader_skala 56 0.73 0.08 0.49 0.94 

textblob_skala 56 0.34 0.07 0.12 0.42 



514 | Scientific Journal of Informatics, Vol. 11, No. 2, May 2024 

 

Among the variables listed in Table II, TPK was predicted by the model. Meanwhile, variable x included 

all or a subset that is not associated with reviews. 

 

The number of domestic tourist trips and foreign tourist arrivals has a positive impact on increasing TPK. 

The presence of tourists causes a demand for accommodation service businesses. In this research, domestic 

tourists with the destination of East Kalimantan are used as variable x. Generally, the trips are carried out 

within the province, and the demand for hotel room usage is affected. The average length of travel is directly 

proportional to the opportunity of using accommodation services. 

 

Pandemic and IGT_Flood are assumed to have an impact on reducing demand for hotel use. In disaster 

situations, tourism activities and population mobility trips are reduced. Conversely, IGT_IKN and 

IGT_Hotel can have a positive influence on travel to East Kalimantan. There is a centralized IKN 

development affecting the movement of people. In this context, Google searches are also assumed to be 

interested in IKN or traveling to East Kalimantan. 

 

Reviews and ratings are important aspects used to describe sustainable tourism. The framework for 

measuring sustainable tourism developed by UNWTO includes the social dimension obtained from the 

perspective of visitors [4]. In this research, reviews and ratings from hotel users are used as explanatory 

variables. Positive reviews and ratings are an effective form of promotion for the sustainability of the 

tourism industry. Moreover, the need to measure visitor satisfaction has been stated for the sustainability 

of tourism industry. 

 

The origin tourist, destination tourist, IGT IKN, IGT hotel, and reviews are positively correlated with TPK 

with a value above 0.4 in the sufficient category [45]. 

 

 
Figure 9. Correlation among variables (14 variables) 

 

The y variable is the data on TPK of star hotel in East Kalimantan from January to August 2023 in Figure 

10. 
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Figure 10. TPK from January 2019-August 2023 

 

The modeling stage commences by testing machine learning using the Random Forest Regression model. 

This model adopts a 5-fold cross-validation grid search with the following hyperparameters. 

 

Table 2. Hyperparameter Random Forest Regression 

Hyperparameter Interval 

Number of trees 10, 50, 100 

Depth None, 5, 10, 20 

Min sample split 2, 5, 10 

Min sample leaf 1, 2, 4 

 

From the various parameters used in Table III, the best model is obtained with the number of trees, depth, 

minimum sample split, and minimum sample leaf being 50, none, 5, and 1, respectively. The prediction 

model using a random forest regressor for all variables is shown in Figure 11 

  

 
Figure 11. Random Forest Regression model 

 

RFR model that includes all variables and features is shown in Figure 12. 
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Figure 12. Feature importance of RF Regression 

 

The origin tourist has the highest value from the feature importance output in Figure 12. The features with 

the highest to lowest value in order are originating tourists, destination tourists, number of reviews, hotel 

IGT, average length of stay of domestic guests, IGT IKN, rating, flood IGT, vader sentiment scale, foreign 

tourists, average length of stay of foreign guests, textblob sentiment scale, and pandemic dummy variables. 

The development of accommodation service businesses is affected by tourism activities. The large number 

of tourists provides potential for the demand for hotel facilities. Meanwhile, consumers can be influenced 

by ratings and reviews from previous users. 

 

The modeling stage using RFR was tested without including variables related to Tripadvisor such as the 

number of reviews, ratings, textblob scale, and vader scale. The scenario produces the best parameters with 

the number of trees, depth, minimum sample split, and minimum sample leaf being 50, none, 5, and 1, 

respectively. 

 

 
Figure 13. Random forest model without review variables 

 

The data is also tested with other models such as LSTM and CNN-BiLSTM-Attention. Table IV shows the 

hyperparameter used in learning the LSTM model. 
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Table 3. Hyperparameter LSTM 

Hyperparameter Interval 

Batch 16, 32, 64 

Units 32, 50, 64 

Epoch 100 

Drop out rate 0.1, 0.2 

Learning rate 0.001, 0.016 

 

From the hyperparameters in Table IV, the best parameters obtained are batch size 32, dropout rate 0.2, 

epoch 100, and number of units 32. In addition, TPK prediction is carried out with the output in Figure 14 

after learning. 

 

 
Figure 14. LSTM model with review variables 

 

In the scenario without review, the best parameters obtained are batch size 32, dropout rate 0.1, epoch 100, 

and number of units 64. After learning, TPK prediction is carried out with the output in Figure 15. 
 

 

Figure 15. LSTM model without review variables 
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The last model to be tested is CNN-BiLSTM-Attention and the parameters used are batch size 32, dropout 

rate 0.2, epoch 100, number of units 32 with adam optimizer and activation relu. This modeling produces 

TPK predictions with the output in Figure 16.   
 

 

Figure 16. CNN-BiLSTM-Attention model with review variables 

 

The scenario without reviews was also tested, resulting in the output shown in Figure 17.  
 

 
Gambar 17. CNN-BiLSTM-Attention model without review variables 

 
The evaluation of the model is based on the RMSE, MAE, and MAPE values. Table V shows the 

comparison of the accuracy of several machine learning models. 

 

Table 4. Model comparison 

Model Variables X RMSE MAE MAPE (%) 

RF Regression All variables 4.012 3.239 5.366 

RF Regression Without review variables 3.969 3.362 5.638 

LSTM All variables 6.073 4.586 7.523 

LSTM Without review variables 5.025 4.277 7.188 

CNN-BiLSTM-Attention All variables 4.692 4.022 6.752 

CNN-BiLSTM-Attention Without review variables 4.713 4.031 6.788 
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Table V shows that the Random Forest Regression model outperforms others with the lowest RMSE, MAE, 

and MAPE values. Based on the analysis, the model which incorporates the variables shows a lower MAPE 

value of 5.366%. Therefore, this model is the most accurate in predicting TPK in East Kalimantan. In the 

evaluation using MAPE, the value in RFR falls within the excellent range [46]. The research suggests that 

Random Forest is the most effective model for predicting international visitor arrivals when compared to 

other machine learning methods [31].  

 

RF is relatively simpler to train compared to LSTM and CNN-BiLSTM-Att models. The variable performs 

exceptionally on a relatively small amount of data [47]. Overfitting can be effectively handled through the 

ensemble method, providing strong predictions with limited data. RF is flexible and robust, capable of 

handling different types of data, including categorical and numerical features. 

The inclusion of variables related to TripAdvisor such as the number of reviews, rating, and sentiment has 

an impact by reducing the MAPE value. In LSTM model, the addition of the variables is insufficient to 

enhance performance. Based on the evaluation, the addition of variables related to TripAdvisor has a 

significant impact on the model.  

 

The improved performance of the Random Forest model offers valuable practical applications. The variable 

facilitates more precise forecasting of TPK, which can empower hotel managers to optimize resource 

allocation, refine pricing strategies, and enhance marketing efforts. In this context, policymakers can use 

the data to make smarter decisions about tourism development and infrastructure investments to ensure 

better planning. However, this research has potential bias and limitations in data collection since scraping 

was conducted on TripAdvisor. Other methods include additional platforms such as Booking.com, Agoda, 

and Traveloka. 

 

CONCLUSION 

In conclusion, the majority of reviews were in the form of positive sentiments based on guest reviews 

collected from tripadvisor.com. Among several tested models, Random Forest model had the smallest 

MAPE value of 5.37%, an accuracy of 94.63%, with RMSE and MAE values of 4.012 and 3.239. The 

MAPE of the model were in the category of excellent [46] and incorporating variables from TripAdvisor, 

such as the number of reviews, rating, and sentiment scale, enhanced the accuracy of the model, such as 

Random Forest Regression and CNN-BiLSTM-Attention. The methods and models were used as a potential 

solution for estimating TPK and the latest TPK data could be estimated for short-term planning purposes 

before the production of official statistics.  

This research has limitations since the data can be augmented by adding reviews from other websites such 

as booking.com, agoda, and traveloka. A more precise feature selection can be performed to achieve higher 

accuracy. The development of a framework can facilitate the usability of predictive outcomes. In addition, 

the advancement of the sentiment analysis method can provide deeper insights. 
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