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Abstract. 

Purpose: Communication is an important asset in human interaction, but not everyone has equal access to this key 

asset. Some of us have limitations such as hearing or speech impairments, which require a different communicative 
approach, namely sign language. These limitations often present accessibility gaps in various sectors, including 

education and employment, in line with Sustainable Development Goals (SDGs) numbers 4, 8, and 10. This research 

responds to these challenges by proposing a BISINDO sign language detection system using YOLOv5-NAS-S. The 

research aims to develop a sign language detection model that is accurate and fast, meets the communicative needs of 
people with disabilities, and supports the SDGs in reducing the accessibility gap. 

Methods: The research adopted a transfer learning approach with YOLOv5-NAS-S using BISINDO sign language 

data against a background of data diversity. Data pre-processing involved Super-Gradients and Roboflow 

augmentation, while model training was conducted with the Trainer of SuperGradients. 
Result: The results show that the model achieves a mAP of 97,2% and Recall of 99.6% which indicates a solid ability 

in separating sign language image classes. This model not only identifies sign language classes but can also predict 

complex conditions consistently. 
Novelty: The YOLOv5-NAS-S algorithm shows significant advantages compared to previous studies. The success of 

this performance is expected to make a positive contribution to efforts to create a more inclusive society, in accordance 

with the Sustainable Development Goals (SDGs). Further development related to predictive and real-time integration, 

as well as investigation of possible practical applications in various industries, are some suggestions for further 
research. 
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INTRODUCTION 
An important element in human interaction is communication, which serves as an important bridge that 

connects different communities around the world. All people use language systems to communicate with 

each other [1] and everyone uses a different language depending on the language they live in. uses a 

different language [2] depending on the language they live in. However, it is worth remembering that when 

it comes to communication, not everyone has equal access to this key capital. Some of us have limitations 

such as hearing impairment or speech impairment, which requires a different communicative approach, i.e. 

sign language. According to the WHO, there are 360 million people worldwide with hearing disabilities, 

9% of them children [3]. 

 

In such a situation, it is important to realize that this issue impacts not only the individual, but also the 

achievement of global goals [4], especially those related to the Sustainable Development Goals (SDGs). 

One of the relevant SDGs is SDG number 10 on Reduced Inequality [5] where people with disabilities often 

face inequalities in access to healthcare, education, and economic opportunities [6], which hinders the 

achievement of this goal. The SDGs particularly address this issue, estimated to account for 1.3 billion 

people or 16% of the global population [7], [8]. In addition, according to the ILO and WHO, the number 

of people with disabilities in Indonesia reached 41 million out of 275 million people in 2022 and this is a 
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large number [9]. Indonesia's Central Statistics Agency (BPS) also explained that the number of Indonesian 

workers with disabilities in 2022 increased by 160.18% from the previous year, and in this case the fact 

that people with disabilities are often faced with the challenge or reality that they often face discrimination, 

marginalization, and exclusion in various fields of life [10], including access and participation in 

communication. Even though referring to the rights of persons with disabilities, it has been regulated in 

Indonesia in article 5 of Law No. 8 of 2016. For this reason, to make society more inclusive and reduce the 

accessibility gap, concrete actions are certainly needed. 

 

Reviewing another point of SDGs number 4 regarding quality education is closely related to this issue. Due 

to the lack of adequate means and support and support, people with disabilities often find it difficult to 

receive a high-quality education. high-quality education. In situations like this, greater efforts need to be 

made [11] to ensure that the education system can become more accessible and acceptable to all [12], 

including those with disabilities. Moreover, point 8 SDGs [13] on decent work and economic growth [14], 

is also relevant because people with disabilities often face discrimination in the workplace. Barriers include 

physical accessibility restrictions and lack of awareness of the potential of people with disabilities. Hence 

the need for inclusion in the workplace must be improved to ensure that everyone, regardless of physical 

ability, can participate actively and effectively in the workplace, regardless of their physical abilities, can 

actively participate in and obtain decent gain gainful employment. 

 

In the context of the SDGs, creating inclusive and sustainable societies [15], [16] means bridging the gap 

in accessibility of communication, including paying special attention to the development of resources and 

technologies for the interpretation of sign language. Therefore, efforts are needed to improve the 

communication equality of people with disabilities as one way to support the SDGs. Languages Not only 

does sign language serve as an alternative way to communicate for people with disabilities, its complex 

linguistic system allows for interaction [17] and intense expression. Hand gestures, facial expressions and 

body expressions are an important part of sign language to convey meaning and form a rich and meaningful 

communication system. Sign language plays an important role in daily life for people with disabilities [18], 

as it is the main way they receive and transmit information. However, those who are able to interpret using 

sign language professionally proficiently are scarce, which hinders communication between people with 

disabilities and ordinary people. between people with disabilities and ordinary people. 

 

Recently, there has been a lot of research on the development of systems that can categorize the gestures 

of various sign languages according to certain classes to develop sign language detection systems by 

identifying hand gestures, facial expressions, and body expressions [19], facial expressions, and body 

expressions of people with disabilities [20]. One of the multidisciplinary challenges that has yet to be fully 

solved is the automatic recognition of human gestures. Currently, there are several techniques that can be 

applied, including the use of machine learning techniques to identify sign language [21]. Sign language 

recognition is becoming increasingly interesting as Deep Learning (DL) techniques are developed.  

 

In identifying hand gestures various models either deep learning, classification or conditional random fields 

and others have been widely performed [22],[23]. However, categorization of gestures from different 

subjects to be difficult to predict under changing lighting conditions is still a problem with many solutions 

being developed [24]. Viewing hand gestures and displaying the results is a natural way to create interfaces. 

By using a camera, the device can record this activity [25]. Deep Learning (DL) algorithms can identify 

hand gestures in recorded images. Many algorithms have been used to detect and recognize hand gestures, 

including [26] YOLOv5. including YOLOv5, which stands out for its ability to provide fast and accurate 

provide fast and accurate results. YOLOv5 is particularly helpful in addressing the issue of gesture 

categorization, even under changing lighting conditions or different subjects [27]. 

 

Relevant research related to the YOLOv5 algorithm includes improving multi-scale object recognition and 

target perception capabilities [28], using a YOLOv5-based updated broken egg detection model that 

combines BiFPN and CBAM. The model achieved an average accuracy of 92.4%, surpassing the original 

network and other models, and can detect egg processing paths in real-time, although the omission rate may 

increase with higher transport speeds. Using the YOLOv5 model, another study that used deep learning 

techniques to detect and count agricultural pests [29] utilized data augmentation and transfer learning, 

which achieved an 84% improvement in accuracy and an 84% improvement in transport speed. achieved 

an accuracy improvement of 84% and precision improvements of 15%, 18%, and 7%, respectively. 
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Relevant research on the use of YOLOv5, such as in [30], discusses the use of three deep learning-based 

models, including YOLOv5x, and attention methods to improve sign language recognition, with accuracy 

results of 98.9% on the MU HandImages ASL dataset and 97.6% on the kkhorNama: BdSL dataset, as well 

as a lightweight and fast model for real-time use. Another study by analyzing three different CNN 

architectures, [31] tried to develop an Indonesian Sign Language (BISINDO) hand gesture recognition 

system, with Densenet121 showing the best accuracy. In another study [32], a machine learning approach 

was used to develop a BISINDO speech translation system, which was successful with an accuracy value 

of 98% using the Support Vector Machine (SVM) method. However, when tested directly on the user, the 

accuracy of the model drastically decreased to 78% as it exceeded the system's effective range but still able 

to detect both static and dynamic gestures in real-time. and dynamic gestures in real-time 

 

Although YOLOv5 has been used in previous research to improve sign language and hand gesture 

recognition, further research opportunities can be expanded by focusing on more predictive and real-time 

integration. In the meantime, our research tries to advance this contribution by exploring the application of 

live video or hand gestures via the camera. In our research, we propose and emphasize the advantages of 

the YOLOv5 algorithm with the YOLOv5-NAS-S architecture and transfer learning COCO in fast and 

accurate object detection using the learning COCO in fast and accurate object detection using the BISINDO 

sign language, having knowledge of the BISINDO sign language and has strong feature knowledge which 

has an impact on the improved sign language recognition. 

 

METHODS 

This In this research, an object detection approach is proposed to implement a real-time BISINDO sign 

language detection system. In general, the development flow of this sign language detection system includes 

four steps, namely data collection, data pre-processing, model training and evaluation, and system 

deployment, as illustrated in Figure 1. 

 
Figure 1. Research method 

Model development 

In the image data processing stage, Roboflow and Super-Gradients are used. In addition, the TensorFlow 

library and the YOLOv5 algorithm model as object detection are used in model creation and evaluation. 

The results obtained are expected to be in the form of sign language representations from images, videos, 

and real-time test recordings with text based on the probability of similarity. To achieve this goal, the 

development and evaluation of the model were carried out as illustrated in the flow diagram provided in 

Figure 2. 
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Figure 2. Diagram of model development 

 

Dataset 

The dataset used in this research is a type of BISINDO Sign Language. The data collection process is 

performed by taking data independently using a mobile phone camera in the form of 47 videos with a 

duration of 50 minutes with a resolution of 1280 x 720 pixels. Finalization of the dataset is done by 

capturing video into images using Visual Studio Code and Python library. The total number of images 

generated is 2388 datasets covering 47 classes involving letters of the BISINDO sign language alphabet 

and several types of words. Each dataset contains a collection of images taken under various environmental 

conditions with variations in lighting and background. Sign language BISINDO sign language with 47 

classes implemented in this system can be seen in Table 1. 

 

Table 1. BISINDO sign language 
Alphabet Letter Word 

A, B, C, D, E, F, G, H, I, J, K, L, 

M, N, O, P, Q, R, S, T, U, V, W, 

X, Y, Z. 

SUKA, RUMAH, BAIK, BANTU, JANGAN, MAAF, 

KERJA, MINUM, APA, DIA, KEREN, SENANG, 

MARAH, BERMAIN, KAMU, KAPAN, AKU, 

AYAH, SEDIH, SABAR, KAKAK 

 

 

Data pre-processing 

After preparing the dataset, data pre-processing is done by entering the created dataset into Roboflow. 

Preprocessing starts with data labeling and null filtering to filter and eliminate datasets without samples, 

then resizing the image to 640 x 640 pixels to fit the input shape in the model. image to 640 x 640 pixels to 

fit the input shape in the model. Furthermore, the dataset is divided into 3 parts, namely, training dataset 

(70%), validation (20%), and testing (10%). (20%), and testing (10%). 

 

Data augmentation was applied to the training dataset to increase dataset variation that can positively affect 

model performance. Augmentations performed include Horizontal flip, Rotation between -15° and +15°, 

Shear between ±15° Horizontal and ±15° Vertical, Saturation between -48% and +48%, Brightness between 

-20% and +20%, and Exposure between -9% and +9%. After augmentation of the dataset, the number of 

new datasets becomes 5518 BISINDO sign language datasets which are more diverse. An example of the 

augmented image can be seen in Figure 3. 
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Figure 3. Example of image augmentation 

 

Modelling 

In the model initialization step, the YOLO (You Only Look Once) object detection model was developed 

using the YOLO NASS (Neural Architecture Search-Small) architecture as the basis. The model 

initialization process is done through the models.get() function call, which retrieves the YOLO NAS-S 

model from an existing model library. The number of classes for object detection is determined by setting 

the num_classes parameter, which is adjusted to the number of classes in the dataset used. In the 

initialization stage, the model weights are initialized using pre-trained weights that have previously been 

trained on the COCO (Common Objects in Context) dataset. The use of pre-trained weights from COCO is 

done with the aim of improving the measurement method (Lin et al., 2014) in object detection tasks, 

considering that the COCO dataset has a wide coverage and a variety of objects. 

 

Hyperparameter tuning 

Hyperparameters are parameters used to control the model training process. In the table below, 

hyperparameters along with their respective values will be presented. This includes parameters such as 

silent_mode which determines whether log messages should be displayed during training, optimizer which 

specifies the optimization algorithm used, and max_epochs which determines the maximum number of 

training iterations. Each hyperparameter has predefined values, and their settings can affect the overall 

performance and behavior of the model. Table 2 will provide a clearer overview of these values and how 

they impact the training process. 

 

Table 2. Hyperparameter configuration table 

Parameter Concept Typical Tuning Range 
Explanation of Tuning 

Results 

silent_mode Runs training in silent mode  
True (usually not 

tuned)  

Set to True to reduce console 

output noise 

average_best_models  
Averages weights of the best 

models  

True (usually not 

tuned)  

Set to True to improve model 

stability and performance 

warmup_mode  Method for warmup  
linear_epoch_step, 

constant  

Tested linear_epoch_step for 

gradual increase in LR 

warmup_initial_lr  
Initial learning rate during warmup

  
1e-7 to 1e-4  

Found 1e-6 to work well for 

smooth transition 

lr_warmup_epochs  
Number of epochs for learning rate 

warmup   
1 to 10 

3 epochs provided a good 

balance 

initial_lr  Starting learning rate  1e-4, 5e-4, 1e-3  
5e-4 selected for optimal 

learning speed 

lr_mode  
Schedule for adjusting learning rate

  
cosine, step, constant  

cosine mode for gradual 

reduction of LR 

cosine_final_lr_ratio  
Final learning rate ratio in cosine 

annealing   
0.01 to 0.1 0.1 ratio for effective LR decay 

optimizer  Optimization algorithm  
Adam, SGD, 

RMSprop  

Adam chosen for efficient 

convergence 

optimizer_params.weight_

decay  

Weight decay for the optimizer 

  
0 to 0.01 

0.0001 for regularization 

without over-penalizing 

zero_weight_decay_on_bia

s_and_bn  

Excludes biases and batch norm 

layers from weight decay  

True (usually not 

tuned)  

Set to True to prevent 

overregularization 

ema  
Uses exponential moving average 

of model weights  

True (usually not 

tuned)  

Enabled for stable weight 

updates 

ema_params.decay  Decay rate for EMA  0.9 to 0.999  0.9 chosen for balanced EMA 
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ema_params.decay_type

  
Type of EMA decay  

"threshold" (usually 

not tuned)  
Threshold decay type used 

max_epochs  
Maximum number of training 

epochs  
10 to 100  

25 epochs for sufficient 

training without overfitting 

mixed_precision  Uses mixed precision training  
True (usually not 

tuned)  

Enabled for better 

computational efficiency 

loss.num_classes  Number of classes in the dataset  
Depends on the dataset 

(usually not tuned)  

Set according to the dataset's 

number of classes 

loss.reg_max  
Maximum regression value for the 

loss function  

Specific to the task, 

e.g., 16  

16 used based on task 

requirements 

valid_metrics_list.score_th

res  

Score threshold for validation 

metrics  
0.05 to 0.5  

0.1 for balanced precision and 

recall. 

valid_metrics_list.top_k_p

redictions  

Top K predictions to consider 

during validation  
100 to 300  

300 for comprehensive 

validation 

metric_to_watch  
Primary metric for determining the 

best model  

mAP@0.50, 

Precision@0.50, 

Recall@0.50, 

F1@0.50  

mAP@0.50 chosen to monitor 

overall detection performance 

 

Model evaluation 

To ensure optimal quality and performance, model evaluation is conducted as an important stage in the 

model development process. Mean Average Precision (mAP) and Recall are the two-evaluation metrics 

used in this study. mAP measures the average precision accuracy of the model across multiple identified 

classes or objects, providing a complete picture of the extent to which the model can recognize and separate 

objects. The formula of mAP can be seen in Formula (1). 

 

𝑚𝐴𝑃 =  
1

𝑁
∑ 𝐴𝑃1

𝑁
1=1            (1) 

 

Then, Recall measures the extent to which the model is able to recognize and separate all true positive 

instances where the calculation formula can be seen in Formula (2). 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
          (2) 

 

RESULTS AND DISCUSSIONS 

The results stage is based on the testing scheme described in the research method. At this stage, the proposed 

model will be tested using the YOLO-NAS-S architecture model of SuperGradients by determining the 

number of classes and using pre-trained weights from the COCO dataset. The model is trained using Trainer 

with data loaders on the training dataset and validation dataset. To see the architecture of the model 

architecture used, can be seen in Figure 4. 

 

 
Figure 4. YOLO-NAS-S architecture [33] 
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Before discussing the results, it is crucial to understand the impact of preprocessing on the dataset. Initially, 

the dataset consisted of raw BISINDO sign language images with varying resolutions, orientations, and 

lighting conditions. After preprocessing with Roboflow, which included data labeling, null filtering, 

resizing images to 640 x 640 pixels, and augmentation, the dataset quality improved significantly. This 

preprocessing step was essential to ensure uniformity in the dataset, making it suitable for input into the 

YOLO-NAS-S model. The preprocessing made the dataset more varied in terms of lighting, viewing angles, 

and sizes, thereby enhancing the dataset's quality, which can lead to better model performance. The 

comparison of the dataset before and after preprocessing is shown in Figure 5 and Figure 6. 

 

 
Figure 5. Dataset before preprocessing 

 

 
Figure 6. Dataset after preprocessing dataset after preprocessing 

 

In addition, when comparing the model's prediction results to make it better, fine tuning is done by selecting 

the best model based on the performance on the validation dataset. Then, the model is tested on the data 

loader of the testing dataset, and the model is evaluated using the model evaluation using the object 

detection evaluation matrix. Model evaluation results using mAP and Recall before and after fine tuning 

can be seen in Table 3. 

 

Table 3. Evaluation results 
 Before Fine Tuning After Fine Tuning 

mAP 0,8698 0,9726 

Recall 0,9963 0,9968 

 

The results show the success of the model in separating sign language image classes very well, supported 

by the value of the model evaluation matrix mAP (mean Average Precision) and Recall. The mAP 

evaluation result of 0.9726 shows that the model can provide predictions with a high level of average 

precision accuracy. While the Recall value of 0.9968 confirms that the model is able to identify most or 

even all of the actual sign language objects. sign language objects. In seeing the results of images that are 

able to recognize image can be seen in Figure 7. 

 

 

 
Figure 7. Example of model prediction results 
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This success gives confidence that the model is not only capable of recognize a class of sign language, but 

can also make consistent predictions on images, videos and real-time test recordings, even in the 

consistently on images, videos and real-time test recordings, even in situations that may be complex and 

full of variations. that may be complex and full of variations. The model demonstrated superiority in 

recognizing BISINDO sign language on images created with diversity of various contexts, such as different 

environmental conditions, different levels of lighting levels, and complex backgrounds. In support of 

Before Fine Tuning After Fine Tuning mAP 0.8698 0.9726  Recall 0.9963 0.9968 the success of the 

proposed model, a comparison with several existing methods which can be seen in Table 4. 

 

Table 4. Model comparison 
Author Dataset Method Result 

Attia et al., [30] 
MU HandImages ASL dan 

OkkhorNama: BdSL 
YOLOv5 

98.9% on MU dataset HandImages ASL 

dataset and 97.6% on the BdSL dataset 

Fauzi., [32] Sign Language BISINDO SVM 98%, when tested to 78% 

Handhika et al., [33] 

BISINDO Centre Dataset 

Interpreter Services 

Indonesian Sign Language 

Interpreter Service Centre, 

Jakarta  

Generalized Learning 

Vector Quantization 
94,3 % 

Purpose Method BISINDO Sign Language 
YOLO-NAS-S+Fine 

Tuning 
99,6% 

 

CONCLUSION 

In this research, an object detection approach is used to develop a real-time Indonesian Sign Language 

(BISINDO) detection system. The development process involves four main steps: Data Collection, Data 

Preprocessing, Model Training and Evaluation, and System Deployment. Firstly, researchers collected a 

comprehensive dataset of BISINDO sign movements, which were then preprocessed to enhance their 

quality and suitability for training. Tasks such as data cleaning, normalization, and augmentation were 

performed to ensure a diverse and representative dataset. The YOLOv5-NAS-S algorithm was then trained 

using the collected and preprocessed data. After model training, rigorous evaluation was conducted to 

assess performance metrics such as Average Precision (mAP) and Recall, achieving high values such as a 

reported mAP of 97.2% and Recall of 99.6%, demonstrating the effectiveness and reliability of the model. 

Furthermore, the developed system can be accessed via real-time webcam, showing the potential of object 

detection techniques to contribute to creating a more inclusive society, in line with the Sustainable 

Development Goals (SDGs). 
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