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Abstract. 

Purpose: The main objective of this research is optimal use of customer segmentation using the Recency, Frequency 

and Monetary (RFM) approach so that companies can better understand and comprehend the needs of each customer. 
By carrying out this segmentation, companies can communicate better and provide services tailored to each customer. 

Methods: The K-means algorithm is used as the main method for customer segmentation in this research. This research 

uses a dataset of online retail customers. Apart from that, this research also uses the elbow method to help determine 

the best number of clusters to be created by the model. 
Result: Based on the elbow method, the most optimal is to use 3 clusters for this case. Thus, in K-means modeling, 

forming 3 clusters is the best choice. Clusters produce groups of customers who have specific characteristics in each 

cluster. The analysis shows that quantity and unit price have a significant influence on online retail customer behavior. 

Novelty: This research strengthens the trend of using the K-means algorithm for customer segmentation in online retail 
datasets, which has proven popular in journals from 2018 to 2022. This research creates 3 new variables that will be 

used by the model to understand the characteristics of customer transaction behavior. This study also emphasizes the 

importance of exploratory data analysis in understanding data before clustering and the use of the elbow method to 

determine the most appropriate number of clusters, providing a significant contribution in analyzing customer 
segmentation. 
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INTRODUCTION 
In today's digital era, the online retail sector has become one of the fields that has experienced significant 

development. fast and dynamic. This rapid growth is also accompanied by increasing competition in the 

market. In this process, potential buyers compare the perceived quality of a product with its perceived 

sacrifice, i.e. price. An increasing increase in price is associated with a decrease in purchase probability [1]. 

Customer satisfaction is the key to business success, retailers need to implement a more customer-centric 

approach and look for innovative ways to understand customers and satisfy them [2], [3]. One way this can 

be done is by analyzing customer shopping behavior patterns. Once customer behavior is analyzed, business 

managers can provide services that match the shopping needs and shopping preferences of customers. 

 

One method that can be implemented to analyze customer behavior is customer segmentation. 

Segmentation is a method in which information about customer data and behavior is interpreted and used 

as potential to create new business opportunities [4]. In marketing strategies, segmentation has become a 

major focus and is often applied [5]. In the context of online retail transactions, rich transaction data 

provides an opportunity to apply sophisticated customer segmentation techniques. In retail businesses, 

excessive merchandise purchases may result in excessive end-of-season inventory leading to low profit 

returns. In addition, the merchandise that retailers carry is constrained by a limited budget for each product, 

limited shelf space or storage space to display merchandise, and a limited number of suppliers capable of 

offering competitive products [6]. Therefore, it is necessary to segment customers to prepare the best 

strategy so that business managers can make profits and avoid losses. 
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Significantly, existing clustering methods can be broadly categorized into five groups, including K-means-

type clustering [7]–[9], kernel-based clustering [10], graph-based clustering [11], spectral clustering [12], 

[13], and others. One of the popular methods for customer segmentation is using the K-Means Clustering 

algorithm. This algorithm allows grouping customers. By taking into account the buying patterns they 

exhibit, consumers are divided into different segments. Clustering is a frequently used strategy in data 

mining, pattern identification, significant information retrieval, and text mining where an entity, record, or 

document is grouped into clusters with similar or related content [14][15]. By applying K-Means Clustering 

to retail online transaction data, retailers can identify groups of customers who share similar characteristics, 

allowing them to customize marketing strategies and product offerings more effectively.  

 

Several previous studies have discussed customer segmentation. One of them is a study conducted by 

Calvo-Porral and Lévy-Mangin in 2018 [16]. This study provides customer categorization in a 

comprehensive segmentation-based food retail business. The study implemented the Multivariate Analysis 

of Variance (MANOVA) technique in analyzing customer segments. The study reported that specialty food 

retail customers cannot be seen as a homogeneous group. There were a total of four types of clusters 

identified in the food retail business dataset used. Another study was conducted by Li et al. In 2021 [17]. 

The research discusses customer segmentation using the K-Means algorithm and also Particle Swarm 

Optimization. The research focused on customer segmentation on a dataset of wine customer consumption. 

The experiment shows the validity and rationality of the customer segmentation method. 

 

After going through the literature stage, the K-Means algorithm has good performance in segmenting 

customers. However, there is no research that discusses customer segmentation using K-Means on online 

retail datasets. This research will study the use of K-Means clustering algorithm to improve customer 

segmentation in the context of online retail transactions [18]. This research will be based on the variables 

of ecency, frequency, and monetary (RFM) so that it can produce clusters by analyzing transactions made 

by customers. 

 

METHODS 

The research process will be explained in this section. Figure 1 illustrates the sequence of steps in the 

research method. 

 
Figure 1. Research method 

The steps executed in this research are in line with the sequence represented in the research methodology 

flow diagram. 
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Data collection 

The dataset used in this research is an online retail customer dataset on the Kaggle dataset platform. The 

dataset can be accessed at https://www.kaggle.com/datasets/yasserh/customer-segmentation-dataset. 

Online retail transaction data, which has 54,910 entries and 8 columns, will be used in the data collection 

stage because it is relevant to this research. The columns consist of 8 variables, namely Invoice No, Stock 

Code, Description, Quantity, Invoice Date, Unit Price, Customer ID, and Country. 

 

Preprocessing data 

Data Pre-Processing is an important stage in data processing that involves cleaning, transforming, and 

preparing raw data for further analysis. Data processing is presented by grouping the methods into different 

sub-classes according to the type of data used to operate on [19]. This stage includes handling missing data, 

removing duplicate data, normalizing data, as well as transforming data into a format suitable for the 

analysis method to be applied. At the data preprocessing stage, there are several processes that will be 

carried out. The processes that will be undertaken include the handling of missing values, the handling of 

outlier data, the transformation of data, and the engineering of features. 

 

Handling missing value 

Handling missing values involves identifying empty data, then deleting variables with missing values or 

replacing the missing values with the mean, median, or mode of the data. Handling missing values is 

included in the preprocessing steps [20]. Missing values are the most common problem most commonly 

occurring in data missing values are randomly scattered throughout the data matrix [21]. Handling Missing 

Value plays a role in managing missing values in the dataset by performing certain actions. This process 

aims to ensure that all rows of data have values, so that the model does not need to learn empty data later. 

Apart from that, the presence of empty data can also prevent the model from learning optimally because it 

learns empty data. 

 

Handling outlier data 

Handle Outliers is the process of recognizing and handling data that is significantly different from the 

general pattern in a dataset. Outliers are data that stand out and show significant differences from the rest 

of the data, or data that do not follow the usual pattern or distribution of the data [22]. This can include 

removing data that is outside the normal limits, transforming the data, or using specialized statistical 

methods to treat outliers according to their context. The goal is to verify that the data used for analysis or 

modeling is more accurate and representative. 

 

Data transformation 

Data Transformation involves the process of changing the scale or shape of data in a dataset. It may involve 

logarithmic transformation, normalization, or standardization of data to make the data distribution more 

suitable to the requirements of statistical analysis or to improve the performance of modeling algorithms. 

Normalization techniques play a crucial role in accelerating the training process [23]. The goal is to improve 

the interpretation of the analysis results and enhance the quality of the models created using the transformed 

data. 

 

Feature engineering 

Feature engineering is a very important step, and it involves transformation, creation, extraction, and 

selection of features by utilizing raw data or existing features [24]. In this research, feature engineering is 

done by creating new variables, namely recency, frequency, and monetary variables. Recency measures 

how long it has been since a customer last made a purchase, with the assumption that customers who have 

recently transacted are more likely to respond to marketing promotions. Frequency measures how often a 

customer makes a purchase in a given period, indicating their level of loyalty. Monetary value measures 

the total money spent by the customer in the period, identifying the most valuable customers to the business. 

 

Implementation of k-means algorithm and elbow method 

K-Means algorithm, which is well-known as one of the clustering methods that can be used to identify 

customer segmentation results through the cluster division process [25].  The K-means algorithm is 

particularly prevalent in practical applications due to its simplicity and computational efficiency [26]. The 

objective of the K-means clustering model is to partition the data space into discrete zones and to determine 

the appropriate zone to which each data point should be allocated [27]. 
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The elbow method is used to determine the most optimal number of clusters or k value from the dataset at 

hand. This stage is important to carry out so that the model can understand the data optimally and the mode 

can form the right clusters.  Once the optimal k value has been identified, the k-means clustering method 

should be employed [28]. 

 

Clustering result 

The K-Means method, as one of the well-known clustering algorithms, can be utilized to identify customer 

segmentation results through the process of cluster division [29]. Customers' contribution to sales is divided 

into segments based on their purchasing behavior as a result of this clustering. 

 

RESULTS AND DISCUSSIONS 

Study literature  

This research begins with a literature study stage carried out through a literature search process that aims 

to identify sources that are relevant to the object of research. The literature search was conducted through 

various databases such as Springer, IEEE Explore, and Google Scholar, focusing on publications that are 

available for download and publicly accessible. In data analysis, the K-Means algorithm remains the top 

choice for many researchers, supported by findings from previous studies showing that the K-Means 

method is often used, especially in the context of data segmentation, to cluster data into more defined 

groups. In addition, the elbow method is also often used to establish the optimal number of clusters, 

allowing researchers to identify the most appropriate number of clusters for the data being analyzed. 

 

Based on the literature review, the K-Means algorithm is proven to provide stable and reliable results in 

various applications, including in the context of segmentation. In addition, previous studies have also shown 

that the use of K-Means together with the elbow method is highly advantageous in the process of thorough 

data analysis and clustering. The elbow method in particular assists researchers in identifying crucial 

parameters, such as the optimal number of suitable clusters, thus improving the efficiency and effectiveness 

of data analysis.  

 

Data collection 

In this research, an online retail transaction dataset has been used which consists of 54,910 entries with 8 

columns. The dataset forms the basis for the analysis and research conducted. The variables that will be 

utilized in this study are outlined and detailed in Table 1. 

 

Table 1. Online retail dataset used in research 
Invoice 

No 

Stock 

Code 

Description Quantity Invoice Date Unit Price Customer ID Country 

536365 85123A WHITE HANGING 

HEART T-LIGHT 

HOLDER 

6 01/12/2010 08:26 2,55 17850 United 

Kingdom 

536365 71053 WHITE METAL 

LANTERN 

6 01/12/2010 08:26 3,39 17850 United 

Kingdom 

536365 84406B CREAM CUPID 

HEARTS COAT 

HANGER 

8 01/12/2010 08:26 2,75 17850 United 

Kingdom 

536365 84029G KNITTED UNION 

FLAG HOT WATER 

BOTTLE 

6 01/12/2010 08:26 3,39 17850 United 

Kingdom 

536365 84029E RED WOOLLY 

HOTTIE WHITE 

HEART. 

6 01/12/2010 08:26 3,39 17850 United 

Kingdom 

536365 22752 SET 7 BABUSHKA 

NESTING BOXES 

2 01/12/2010 08:26 7,65 17850 United 

Kingdom 

536365 21730 GLASS STAR 

FROSTED T-LIGHT 

HOLDER 

6 01/12/2010 08:26 4,25 17850 United 

Kingdom 

536366 22633 HAND WARMER 

UNION JACK 

6 01/12/2010 08:28 1,85 17850 United 

Kingdom 

536366 22632 HAND WARMER 

RED POLKA DOT 

6 01/12/2010 08:28 1,85 17850 United 

Kingdom 

…. …. …. …. …. …. …. …. 
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Data Preprocessing 

Data transformation 

The data from the pool is processed to prepare for further analysis at the data analysis and pre-processing 

stage. At this stage, the CustomerID variable which has a float data type is converted into a variable with a 

string data type. This is because the numeric value in Customer ID does not have a specific value, the 

variable is only a distinction between customers. The type of dataset before and after data transformation 

can be seen in Figure 4 and Figure 5. 

 

 
Figure 4. Data type before data transformation process 

 
Figure 5. Data type after data transformation process 

Handling missing value 

The next stage in data exploration involves checking for the presence of missing data in the dataset, 

otherwise known as empty values, referring to absent or undefined values in the dataset, as seen in Figure 

6. 

 
Figure 6. Checking for missing values in the online retail dataset 

From Figure 6, it is known that there are missing values in the description column and customerID column. 

In this research, missing values are handled by eliminating rows that have missing values. The dataset after 

going through data handling can be seen in Figure 7. 
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Figure 7. Online retail dataset after handling missing values 

Feature engineering 

Feature engineering is done to create recency, frequency, and monetary variables. The frequency variable 

is created by calculating how often customers make transactions in a certain period. With the frequency 

variable, the model can learn the characteristics of customers who often make transactions and customers 

who rarely make transactions. The value of the frequency variable can be seen in Table 2. 

 

Table 2. Value at variable frequency 
Frequency 

2 

128 

31 

73 

17 

….. 

 

As opposed to the frequency variable, the recency variable is calculated by analyzing when the last time 

the user made a transaction. By analyzing the recency variable, the model can analyze customer 

characteristics, whether they are still active or inactive based on when the last time the customer made a 

transaction. The value of the recency variable can be seen in Table 3. 

 

Table 2. Value at variable recency 
Recency 

325 

1 

74 

18 

309 

….. 

 

Furthermore, the monetary variable or in the research referred to as “ammount” is the total money spent by 

customers in the entire transaction. This variable can give the model an understanding of how much money 

a customer can spend in making a transaction. The value of the monetary variable can be seen in Table 3. 

 

Table 2. Value at variable monetary/ammount 
Ammount ($) 

0.00 

4310.00 

1797.00 

1757.00 

334.40 

….. 

 

  



 

Scientific Journal of Informatics, Vol. 11, No. 2, May 2024 | 545  
 

Implementation of k-means and elbow method 

In this study, a model was created using the k-means analysis technique, the elbow method was used to 

determine the optimal number of clusters. This method is based on the assumption that Within Cluster Sum 

of Squares (WCSS), which is the sum of squares of the distance between each data point and the cluster 

center, will decrease as the number of clusters increases. This is due to the fact that each data point tends 

to be closer to the centroid in smaller clusters, so the WCSS will decrease as the value of k increases. 

 

 
Figure 7. Graph of elbow method 

From the graph, it is clear that the largest decrease in WSS occurs when the number of clusters increases 

from 2 to 3. After 3 clusters, the decrease in WSS starts to decrease significantly and becomes more gentle. 

This point, where the decrease in WSS is no longer significant with the addition of clusters, is often referred 

to as the “elbow” on the graph. Therefore, based on the elbow graph, the optimal number of clusters for our 

data is 3. This suggests that grouping the data into 3 clusters provides the best balance between model 

complexity and cluster quality, by minimizing within-cluster variation and avoiding overfitting with too 

many clusters. 

 

Clustering result 

In this study, a k value of 4 is used, indicating that the K-Means method will be used to form four different 

clusters. The result of this clustering will be presented in the data plot. Figure 8 displays the clustering 

results using the K-Means method with four clusters; the data belonging to each cluster will be marked with 

different symbols or colors. 
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Figure 8. 3D graph of clustering results 

 

The graph above illustrates the three most prominent clusters, which correspond to the three clusters 

produced by the K-Means model. Three variables are used to classify the transaction data: product quantity, 

unit price, and customerid. Using the resulting clustering results, we can identify the characteristics of each 

cluster as follows: 

a) Cluster 0: Cluster 0 is a cluster of customers who have a high ammount compared to other customers. 

This means that customers in cluster one have high value recency and low value frequency. This 

cluster has a low transaction rate, but has the possibility of spending money on a large enough 

shopping. For example, a customer who makes a transaction once a month, but spends an ammount 

of up to $1000 when making a transaction. 

b) Cluster 1: Cluster 1 is a cluster of customers who have a high number of transactions compared to 

other customers. This means that customers in cluster one have low value recency and high value 

frequency. This cluster has a high transaction rate, but has the possibility of spending money on 

shopping that is not too much. For example, a customer who makes a transaction 4 times a week, but 

only spends approximately $2 when making a transaction. 

c) Cluster 2: Cluster 2 is a cluster of customers who rarely make transactions and do not spend too much 

ammount. These customers rarely make transactions and spend quite a bit of ammount when making 

transactions. For example, customers who make 2 transactions in 1 month, and each transaction made 

by customers only spend an ammount of around $2 to $5. 

 

CONCLUSION 

The purpose of this research is to segment customers based on customer characteristics in making 

transactions using a machine learning approach. From the K-Measn model that has been made, it is known 

that the model succeeded in providing 3 customer clusters. The three clusters produced have different 

characteristics so that the results can be used to help business processes in making decisions, for example 

in giving rewards to users. The existence of customer segmentation is expected to help companies in 

strategizing in providing services to customers. For future research, this study suggests comparing the 

performance of the K-Means algorithm with other segmentation algorithms. The existence of such research 

is expected to be able to provide Figurean about the weaknesses and shortcomings of the K-Means 

algorithm in segmenting data. 
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