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Abstract 

 

Scheduling problems at the university is a complex type of scheduling problems. The scheduling process should be 

carried out at every turn of the semester's. The core of the problem of scheduling courses at the university is that the 

number of components that need to be considered in making the schedule, some of the components was made up of 

students, lecturers, time and a room with due regard to the limits and certain conditions so that no collision in the 

schedule such as mashed room, mashed lecturer and others. To resolve a scheduling problem most appropriate 

technique used is the technique of optimization. Optimization techniques can give the best results desired. 

Metaheuristic algorithm is an algorithm that has a lot of ways to solve the problems to the very limit the optimal 

solution. In this paper, we use a genetic algorithm and ant colony optimization algorithm is an algorithm metaheuristic 

to solve the problem of course scheduling. The two algorithm will be tested and compared to get performance is the 

best. The algorithm was tested using data schedule courses of the university in Semarang. From the experimental 

results we conclude that the genetic algorithm has better performance than the ant colony optimization  algorithm in 

solving the case of course scheduling. 

 

Keyword: Course scheduling, Genetic algorithm, Ant colony optimization algorithm, Metaheuristic algorithm, 

Performance. 

 

1. INTRODUCTION 

 

Scheduling problems can be classified into several types, such as scheduling academic level Higher 

Education, Primary and Secondary Schools scheduling, exam scheduling, transport scheduling, 

scheduling the sale or delivery of goods and others [1]. 

 

Scheduling problems at the university is a complex type of scheduling problems. The scheduling process 

should be carried out in every turn of the semester, it makes this work is exhausting and time-consuming. 

In a scheduling problem at the university each restriction should not be violated [2]. 

 

The core of the problem of scheduling courses at the university is that the number of components that 

need to be considered in making the schedule, some of the components was made up of students, 

lecturers, time and space with due regard to the limits and certain conditions so that no collision in the 

schedule such as mashed room, mashed lecturer and others [3]. 

 

Metaheuristic algorithm is an algorithm that is suitable to solve the problems of scheduling courses. 

Metaheuristic algorithm is an algorithm that has a lot of ways to solve the problems to the boundaries of 

the optimal solution [4, 5]. Some examples algorithm metaheuristic widely used are: Genetic Algorithm 

(GA), Ant Colony Optimization (ACO), Evolutionary Programming (EP), Particle Swarm Optimization 

(PSO), Differential Evolution (DE), Tabu Search (TS), Biogeography based Optimization (BBO), 

Simulated Annealing (SA), etc. [6, 7, 8, 9, 10, 11, 12, 13]. 

 

Do a comparison between the genetic algorithm with ant colony optimization algorithm to solve a 

scheduling problem subjects, genetic algorithm is an evolutionary methods that solve problems using a 

random way. Method is a method of natural evolution inspired by natural selection causes the variation to 

be collected in one particular direction that shows good results so as to resemble a deliberate process 

optimization [14]. The process begins with a genetic algorithm to produce an artificial chromosome 

population, then each individual in the chromosome is evaluated, the evaluation process of individual 

poor of the population will be in the process with the process of recombination (crossover and mutation) 

to produce better individuals [15]. The algorithm ant colony optimization or ant algorithms are algorithms 

that originally inspired by the behavior of ants, many developed that the ant species is very sensitive to 

noise, most species of ants communicate between individuals and individuals, or between individuals and 

their environment, ant species can produce a liquid chemical called pheromone, where the fluid can leave 

a trail of ants pheromone trail that can be followed by other ants such as during the process of foraging 
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ants [16]. Ant colony optimization algorithm using transition rules and pheromone update rules as a guide 

to select the next trail [17]. 

 

The data set will be used to compare the two algorithms is a schedule of courses in the Department of 

Computer Science in odd semester of the 2015/2016 academic year. There are hard constraints and soft 

constraints which need to be considered in scheduling courses in the computer science department. Hard 

constraints include mashed space, mashed lecturer and mashed class constraints and soft as there should 

be no lectures on at 12.00 on Thursday, there should not be lecturing at 11:45 s.d 13:00 on Friday, 

subjects the practice is in the laboratory and subjects the same theory and practice should be scheduled at 

the same time, the theory of continued practice. 

 

2. METHOD 

 

2.1. Data Collection Stage 

 

Data collection is done to obtain data needed for research. In this study, there are two data collection 

techniques used are as follows. 

 

1) Interview 

Interviews were conducted to obtain the data in detail. Data that will be asked is data about the process of 

scheduling courses. The interview process conducted by face to face with the schedule-makers courses in 

the Department of Computer Science, State University of Semarang. During the interview process the 

researchers ask questions, ask for explanations and answers to the questions, and make notes about the 

data that has been obtained. 

 

2) Study Documentation 

Documentation study conducted by requesting the data necessary to conduct research in the Department 

of Computer Science, State University of Semarang, in the form of a data file / archive about scheduling 

that has been made in the odd semester academic year 2015/2016. 

 

2.2. Systems Development Method 

 

Development of implementation for comparison testing genetic algorithm and ant colony optimization 

algorithm in the Department of Computer Science, Semarang State University is using the Waterfall 

development model. Waterfall model is divided into 4 stages are interrelated and influence. The four 

stages, namely a needs analysis (analysis), design (design), coding (code) and testing (test). Waterfall 

models shown in Figure 1. 

 

 
Figure 1. Waterfall model [18] 

 

2.3. Constraint on Course Scheduling 

 

There are hard constraints and soft constraints which need to be considered in scheduling courses in the 

department of computer science and genetic algorithm is as follows. 

1) Hard constraints 

1) Blend Lounge: There should be no lecture room used at the same time. 
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2) Mashed Lecturer: There should be no lecturers who teach at the same time, both lecturers and 

lecturers of the two. 

3) Mash Class: There should not be the same class who take the classes at the same time. 

2) Soft constraints 

1) There should be no lectures from 10.00 s.d 13:00 on Thursday. 

2) There should not be lecturing at 11.00 s.d 13:00 on Friday. 

3) Adjust the lecture room, the courses are in the laboratory practices. 

4) The course theory and practice of the same should be scheduled at the same time, the theory of 

continued practice. 

 

3. RESULTS AND DISCUSSION 

 

3.1. Course Scheduling With Genetic Algorithm 

 

Steps undertaken to optimize the scheduling of subjects with a genetic algorithm is as follows: 

 

1) Initialization Parameter 

The parameters used for accomplishing the initial scheduling of subjects with genetic algorithms are: 

Length population, amount and probability generation crossover. Length population is used to generate 

random number of chromosomes which will then be calculated for each chromosome fitness value which 

has been raised. 

 

2) Representation Chromosomes 

Chromosome is represented by a real number of 0 to 24, with the length of each chromosome are 25 

genes. Gene pool consists of three components, namely the data subjects, the data time and space. Subgen 

data is comprised of faculty lectures, courses and classes, subgen time data consists of days and hours of 

lectures and subgen space consisting of a lecture hall. 

 

3) Evaluation 

In the evaluation will be calculated fitness value of each chromosome is raised by equation (1). 

 

Fitness = 
 

                 
 (1) 

 

Information: 

TD = Mash Lecturer   

TK = Mash Class   

TR = Mash Space 

 

4) Selection 

After the evaluation process by calculating the fitness value of the next process is the selection, the 

selection method used roulette wheel selection. In this method, each individual chromosomes to be 

mapped in sequence so that each individual will have the same size as the size of the fitness-owned. A 

random number generated and individuals who have a segment in the region of the random numbers will 

be selected. The process will be repeated until the best chromosome obtained. 

 

5) Crossover 

Process crossover or crossbreeding using single point crossover or crossing point. Will have two 

chromosomes at random and then will be crossing. Crossing will be carried out following a random 

position obtained. 

 

3.2. Results Course Scheduling With Genetic Algorithm 

 

The parameters used for an experiment genetic algorithm is as follows [17]:  

 The length of each chromosome genes: 25 

 Population size: 200 

 The generation that is raised: 55  
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 Crossover Probability: 80% 

The experiments were performed 10 times, the results can be seen in Table 1. To view the execution time 

of a genetic algorithm (Figure 2) and the memory used a genetic algorithm (Figure 3). 

 

Table  1. The experimental results of genetic algorithm 

Experiment Time (s) Memory (kb) 
Output 

Fitness Generation 

1 52,42 17.345,40 1 46 

2 31,62 14.018,90 1 28 

3 65,55 17.742,83 0.5 55 

4 37,69 13.972,73 1 30 

5 21,26 12.159,08 1 18 

6 36,08 14.667,37 1 30 

7 63,74 17.425,10 0.33 55 

8 28,50 13.264,73 1 23 

9 56,83 16.275,59 1 46 

10 69,42 18.111,78 0.5 55 

 

 
Figure 2. The execution time of genetic algorithm 
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Figure 3. Memory genetic algorithm 

 

The best performance in the genetic algorithm can an experiment to-5 is the execution time: 21,26 Second 

and memory used: 12.159,08 Kilo Bytes. Generation computing process stops at 18 with a fitness value = 

1. 

 

3.3. Course Scheduling Algorithm Ant Colony Optimization 

 

Steps undertaken to optimize the scheduling of courses with ant colony optimization algorithm is as 

follows: 

 

1) Initialization parameters 

The parameters that is used for resolving scheduling subjects with algorithms ant colony optimization ism 

(number of cycles maximum), NC max (jumlah siklus maksimum), Q (constant cycle of ants), τ_ij (price 

Intensity footprints of ants) and ρ (constant evaporation trail of ants). m (Number of ants) used to 

generate random number of solutions m (Number of ants) which will then be evaluated to get the value 

∆τ _ij whereas forNC max is used to determine how many cycles of ants that will be raised to get the 

optimal solution. 

 

2) Finding constraint each taboo list (    )  

Constraint each taboo list (    ) is calculated from the constraints obtained by each ant with the 

following formula by equation (2). 

 

     = 
 

                 
 (2) 

 

Information: 

ML = Mashed Lecturer MC = Mashed Class  MS = Mashed Space 

The fewer ants with a number of constraints then most likely the ants would be elected, it is best 

constrained if      = 1000. 

 

3) Menghitung perubahan harga intensitas jejak kaki semut (Update Pheromone) 

To calculate the price changes in the intensity of the ant legs for the next cycle using the following 

formula by equation (3). 
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   =   .    +       (3) 

 

A shared value   (ant) will be replaced with new ones, the replacement will be done at random. 

 

3.4. Scheduling Results Subjects With Ant Colony Optimization Algorithm 

 

The parameters used for the experiment ant colony optimization algorithm is as follows [22]: 

The number of ants (m) : 250 

 Cycle: 1600 

     : 0.1 

  : 0.01 

  : 1000 

     : 1000 

 

The experiments were performed 10 times, the results can be seen in Table 2. To view the execution time 

ant colony optimization algorithm (Figure 4) and the memory used ant colony optimization algorithm 

(Figure 5). 

 

Table 2. Results of the experiments ant colony optimization algorithm 

Experiment Time (s) Memory (kb) 
Output 

     Cycle 

1 100,15 31.213,65 333.33 160 

2 70,48 22.569,03 1000 64 

3 95,46 31.189,01 333.33 160 

4 92,45 31.165,32 500 160 

5 99,18 31.246,43 500 160 

6 69,11 21.674,48 1000 59 

7 99,37 37.518,46 125 160 

8 93,41 37.481,14 125 160 

9 93,68 37.371,07 166.66 160 

10 96,27 37.527,61 166.66 160 
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Figure 4. The execution time ant colony optimization algorithm 

 

 

 
Figure 5. Memory ant colony optimization algorithm 

 

The best performance in the ant colony optimization algorithm can an experiment 6th with time 

computing: 69,11 Second and memory used: 21.674,48 Kilo bytes. Computational process stops at 59 

cycles with a value of       = 1000. 

 

3.5. Comparison of the performance of the genetic algorithm and ant colony optimization algorithm 

 

From the experimental results can be the best performance of the genetic algorithm and ant colony 

optimization algorithm can be seen in Table 3. Graph comparing the execution time can be seen in Figure 

6 graph comparison of memory used in Figure 7. 

 

 

 

 

160 64 160 160 160 59 160 160 160 160

Time (s) 100,2 70,48 95,46 92,45 99,18 69,11 99,37 93,41 93,68 96,27

0

20

40

60

80

100

120

Se
co

n
d

 

Cycle 

Time (s) 

Time (s)

160 64 160 160 160 59 160 160 160 160

Memory (kb) 31,213 22,569 31,189 31,165 31,246 21,674 37,518 37,481 37,371 37,527

0

5

10

15

20

25

30

35

40

K
ilo

 b
yt

e
 

Cycle 

Memory (kb) 

Memory (kb)



Imam Ahmad Ashari1, Much Aziz Muslim2, Alamsyah3 

 
156 | Scientific Journal of Informatics, Vol. 3, No. 2, November 2016 

Table 3. Best Performance genetic algorithm and ant colony optimization 
Algorithm Time (s) Memory (kb) 

Genetic 21,26 12.159,08 

Ant Colony 

Optimization 

69,11 21.674,48 

 

 

 
Figure 6. Chart of comparison of the time 

 

 
Figure 7. Chart comparison memory 

 

From a number of attempts in this study proved that genetic algorithm has better performance than the ant 

colony optimization algorithm in case of optimization scheduling courses in the computer science 

department at the Semarang State University of with computational time: 21,26 Second and memory 

used: 12.159,08 Kilo bytes. 

 

In performance testing system algorithms, the system is only implemented for memperoses scheduling 

courses in the semester were used. Required process add, edit and delete if will process the schedule of 

courses for different semesters. 
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4. CONCLUSION 
 

The experimental results showed that the genetic algorithm has a better performance of the ant colony 

optimization algorithm. Genetic algorithm is suitable to solve scheduling msalah subjects. Various 

genetic operators such as selection and crossover can improve results in various aspects such as through 

the selection we can select the best chromosome fitness function on the basis of an chromosomes and also 

through the exchange of information crossover can schedule as needed. 
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