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**Abstract**

Indonesia lies on the equator so that the wind, currents, tides and waves of the sea are very large. The phenomenon of tidal sea water is one of the important references in oceanographic phenomena. The tidal sea water has a high effect on the residents of the coast of Prigi, whose livelihoods depend on the sea. The data used was the secondary data in the form of hourly tidal data of Prigi beach from 2 August to 1 September 2020 obtained from the Meteorogical, Climatological, and Geophysics Agency Surabaya. This study used the Support Vector Regression (SVR) method. The SVR method can learn various data patterns, dimension requirements, and is easy to implement. This study divided the training data and test data with a ratio of 80% and 20%, and used 5 predictor variables and 1 response variable This study also compared three kernels, namely gaussian, polynomial and linear kernels. The best prediction results were obtained at a linear kernel with the epsilon value of 0.0614, the bias of 0.6021 and produced a MAPE of 0.5301%, so it can be said that the model used was very good because it was less than 10%.
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1. **INTRODUCTION**

Indonesia is known as a country of archipelago, where two-thirds of its areas consist of sea [1]. Viewed from a geographical point of view, Indonesia is located on the equator so that the wind, currents, tides and waves of the sea are very large [2]. Therefore, coastal areas in Indonesia often have disasters caused by the sea, one of which is tidal flooding. In 2016, a tidal flooding took place in a coastal area of Prigi in Trenggalek district, East Java province. This incident occurred because the tidal waves reached a height of 2-3 meters above the sea level [3-4].

Prigi Beach has a fairly sloping topography, so that it is one of the factors which causes tidal flooding to occur in coastal areas [5]. This incident certainly caused considerable losses for coastal residents. Many ships were damaged, food stalls and even houses near the coast were flooded. If this happens again, it will be unsettling for coastal residents, because the majority of the residents in Prigi coastal area make their living on the sea. Therefore, it is necessary to have references regarding oceanographic phenomena. The phenomenon of tidal sea water is one of the important references in oceanographic phenomena.

Making tidal predictions cannot be apart from time series analysis. Many studies use time series analysis as a method to predict. One of them is the Support Vector Regression (SVR) method. In 1999 Vijayakumar Si Wu implemented SVR to solve forecasting problems in the form of regression [6]. The SVR method can be used to predict with a fairly low error rate. In addition, SVR is suitable for non-linear data [7].

There are several references in this study, including a research that discusses tidal predictions using the Backpropagation method. In this study, 1000 data were used with a comparison of 70: 30 of training data and test data and a modeling network with 5 nodes in a hidden network. The learning rate value of 0.9 and the target error of 0.01, resulting in an MSE value of 0.0079440 [8]. In addition, there is also a research using the Artificial Neural Networks (ANN) method to predict tides. In this study, the RMSE was 0.15 with η = 0.1 and α = 0.8 with 2000 iterations [9]. The weakness of the Neural Networks method is of course it uses a lot of iterations so it takes a long time.

Another study compared the SVR method with ANN in the case of prediction of groundwater levels with a limited and unlimited system. This study explained that the SVR method was superior to the ANN method for estimating groundwater levels for the next 1, 2, and 3 months [10]. The SVR method has been compared with the Auto Regressive (AR) and Moving Average (MA) methods in link hold prediction problems on the network. In that study, it was stated that SVR had the smallest error compared to AR and MA [11]. Research using the SVR method to predict building energy in South China resulted in an MSE value of less than 0.01 using seven parameters [12]. Another study used SVR to focus on queries to make multi-document summarization based on the significance of sentence positions. SVR estimated sentence weight in a set of documents to be used as a summary through predefined features. The results of the test obtained an average precision value of 0.0580 and a recall of 0.0590. Measurements with ROUGE-2 and ROUGE obtained values of 0.0997 and 0.1019 [13]. Some of the explanations from previous research, the SVR method is a good method to use in prediction. This is because the SVR method can learn various data patterns, dimensional requirements, and is easy to implement [14].

Based on the problems and references that have been described regarding the importance of predicting tidal sea water on the coast of Prigi, and the superiority of the SVR method in predicting in various fields such as engineering, energy, and natural resources, this study made the prediction on the tidal sea water at Prigi Beach using the SVR method. This research is expected to be used as a reference in predicting tidal sea water.

1. **METHODS**

The steps taken in this study starts from the pre-processing, data processing, making a model, prediction, and evaluation. The steps taken in this study are described by the theoretical framework in accordance with Figure 1.



Figure 1. Theoretical framework of SVR

* 1. **Fillmissing**

Not all data has a perfect value, sometimes data has blank values that must be filled. The interpolation method is suitable for filling blank data in time series [15]. The interpolation method can be formulated using Equation (1).

 (1)

Where is the order of data that contains blank values, is the order of data before the data is blank, is the order of data after the data is blank, is the result of interpolated data, is the order data before the data is blank, is the order data after the data that is blank. The purpose of Equation (1) is that the value of the order data before the data is blank, the value of the order data after the data is blank, and the value of the blank data has an influence or relationship, this is called the time series pattern.

* 1. **Support Vector Regression (SVR)**

SVR is the development of the Support Vector Machine (SVM) method to solve regression cases. The purpose of the SVR is to obtain the function as a dividing line (hyperplane) in the form of a regression function according to input data. The linear function of the SVR method can be formulated using Equation (2) [16-18].

 (2)

Where is a regression function, is a weight vector that has dimension l , in other words w is a normal field, functions to balance errors with a hyperplane, is obtained from the mapping of low-dimensional input vectors to produce a point in a high dimensional feature space, is the bias which is the position of the plane relative to the coordinate center [19-21].

Determining the parameter values of and becomes a quadratic programming problem. To overcome optimization problems with constraints it is called lagrange. The optimal solution can be solved by the lagrange multiplier equation which is formulated using Equation (3) [22].

 (3)

From the process of deriving the formula in Equation (3), the main variables are and . The solution to this problem is derived from the vector then substituted into the function .

 (4)

The algorithm can be adjusted for non-linear regression problems by adding a kernel. The observations in the SVR can be mapped to a higher dimension which has a linear structure, without regard to explicit mapping. The regression model for non-linear cases can be formulated in Equation (5) [23-24].

 (5)

Where β is the difference between and , is a kernel trick that is often used in SVM and SVR methods.

* 1. **How to Reconciliation and Citations**

Linear and non-linear SVM problems can be solved by adding a formulated kernel function to Equation (6), (7) and (8) [25-26].

1. Kernel Linear

 (6)

1. Kernel Polynomial

 (7)

1. Kernel Gaussian

 (8)

* 1. **MAPE (Mean Absolute Percent Error)**

MAPE is obtained from the calculation of predictive data with actual data expressed in percent. The MAPE value can be formulated using Equation (9) [27-28].

 (9)

Where is the result of subtracting from the actual data value to with the predicted data value to , is the predicted value of the data to , and is the amount of data. The value categories of MAPE can be seen in Table 1.

Table 1. Value category of MAPE

|  |  |
| --- | --- |
| MAPE | Category |
| <10% | Very Good Predictions  |
| 10% - 20% | Good Predictions |
| 20% - 50% | Worthy Predictions  |
| >50% | Bad Predictions |

1. **RESULT AND DISCUSSION**

The area used as a research site was Prigi beach, which is located in Trenggalek district, East Java province as shown in Figure 2. The topography of the Prigi coastal area is quite gentle, causing tidal flooding in the coastal areas [5].
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Figure 2. Location of Prigi Beach (*Source: Google*)

This study used secondary data in the form of tidal data from August 2 to September 1 2020 obtained from the Meteorogical, Climatological, and Geophysics Agency Surabaya. This forecasting used data per hour with a total of 720 data, which means that it is an hourly data of 30 days. Table 2 shows a sample of tidal data of the Prigi coast in rad (m).

Table 2. Tidal data samples of Prigi beach

|  |  |
| --- | --- |
| Time | Tidal (rad(m)) |
| 8/16/2020 3:00 | 6.329 |
| 8/16/2020 4:00 | 6.079 |
| 8/16/2020 5:00 | 5.917 |
| 8/16/2020 6:00 |  |
| 8/16/2020 7:00 | 5.794 |
| 8/16/2020 8:00 | 5.874 |
| 8/16/2020 9:00 | 6.039 |

The first process in studying the tidal prediction at Prigi beach was data analysis. The input data was in the form of tidal data. In this study, there is a preprocessing step, where there is blank data in Table 2 which is a sample data, so it is necessary to do fillmissing to fill in the blank data using Equation (1). The data sample is presented in Table 3.

Table 3. Data sample of fillmissing results

|  |  |
| --- | --- |
| Time | Tidal (rad(m)) |
| 8/16/2020 3:00 | 6.329 |
| 8/16/2020 4:00 | 6.079 |
| 8/16/2020 5:00 | 5.917 |
| 8/16/2020 6:00 | 5.856 |
| 8/16/2020 7:00 | 5.794 |
| 8/16/2020 8:00 | 5.874 |
| 8/16/2020 9:00 | 6.039 |

In this study, 5 predictor variables and 1 response variable were used. The time series data in Table 4 is obtained from the previous 5 tides and the current tides . The data is used for the prediction process with as input data and as the prediction target. The training data and test data are distributed in the ratio of 80% and 20%.

Table 4. Tidal time series data samples

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |
| 6.329 | 6.079 | 5.917 | 5.856 | 5.794 | 5.874 |
| 6.079 | 5.917 | 5.856 | 5.794 | 5.874 | 6.039 |

The second process was training or forecasting formulation model measurement was formulated by Equation (5). The third process was testing the model to determine the level of accuracy. The SVR model formulation used several types of kernels, such as linear, polynomial, and Gaussian. The error rate measurement was formulated by Equation (9). The comparison of error values for each kernel is presented in Table 5. According to the error values obtained, the linear kernel achieved the best result, with a MAPE value of 0.5301.

Table 5. Comparison results

|  |  |  |  |
| --- | --- | --- | --- |
| Kernel  |  |  | MAPE |
| Linear  | 0.0614 | 0.6021 | 0.5301% |
| Polynomial  | 0.0614 | 5.5507 | 1.8998% |
| Gaussian  | 0.0614 | 6.2982 | 0.5900% |

As seen from Table 5 on the prediction results by comparing the three kernels,

ε of 0.0614 is obtained, where ε represents the distance between the hyper-tube and the hyperplane. The best tidal prediction using SVR is obtained using a linear kernel where the MAPE value is 0.5301, with a value of 0.9048 and bias () of 0.6021. Because the MAPE obtained is less than 10%, it can be said that the model used is very good.

The use of non-linear kernels, namely Gaussian kernels and polynomial values of cannot be displayed in Matlab. This is due to the difficulty of the calculation process. Smola stated in his research that “Even when evaluating we need not compute β explicitly” [16]. The error in this study is very small because the data obtained in this study is pure tidal data without any influence from other components.
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Figure 2. (a) Plot of prediction with a linear kernel, (b) Plot of prediction with a polynomial kernel, (c) Plot of prediction with a gaussian kernel

The graphs in Figures 2 (a), (b) and (c) are the results of tidal predictions with linear, polynomial, and Gaussian kernels. The training data starts from August 2 at 07:00 PM to August 26 2020 at 02:00 PM. So that the test results are obtained from August 26 at 08:00 PM to September 1 2020 at 06:00 PM. This research uses a time series pattern, but the data pattern is not yet known for being optimal, so it is hoped that further research can use ACF and PACF auto-correlation plots to form time series patterns, so that the optimal time series patterns are obtained [29]. In addition, this research predicts the sea tides one hour in advance. In fact, the community requires more tidal predictions for at least 3 hours in advance. Therefore, it is hoped that further research will use a method that can display more than one output, for example multiple-output support vector regression (M-SVR) [30].

1. **CONCLUSION**

Based on the results of the tidal research on Prigi beach, it can be concluded that the use of the SVR method for tidal prediction with the previous 5 tidal data parameters and comparison of 3 kernels namely gaussian, polynomial and linear kernels produced a very small MAPE with a small difference between the kernels. However, the smallest MAPE was obtained using a linear kernel, equal to 0.5301%, so it is said that the prediction was very good because it was less than 10% with the highest and lowest sea level predictions of 7.1297 and 5.3872.
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