Capital Optical Character Recognition Using Neural Network Based on Gaussian Filter

Erna Zuni Astutiu*, Christy Atika Sari², Mutiara Salsabila³, Hendra Sutrisno⁴, Eko Hari Rachmawanto⁵, Mohamed Doheir⁶

¹,²,³,⁵Department of Informatics Engineering, Faculty of Computer Science, Universitas Dian Nuswantoro, Indonesia
⁴Department of Computer Science, University Geomatrika, Malaysia

Abstract.
Purpose: As digital technology advances, society needs to convert physical text into digital text. There are now many methods available for doing this. One of them is OCR (Optical Character Recognition), which can scan images containing writing and turn them into digital text, making it easier to copy written text from an image. Text recognition in images is complex due to variations in text size, color, font, orientation, background, and lighting conditions.

Methods: The technique of text recognition or optical character recognition (OCR) in images can be done using several methods, one of which is a neural network or artificial neural network. The artificial neural network method can help a computer make intelligent decisions with limited human assistance. Intelligent decisions can be made because the neural network can learn and model the relationship between nonlinear and complex input and output data. In this research, the scaled conjugated gradient is applied for optimization. SCG is very effective in finding the minimum value of a complex function, but it takes longer than some other optimization algorithms.

Result/Findings: The dataset used is an image with a size of 28 x 28 which is changed in dimension to 784 x 1. This research uses 4000 epochs and obtained the best validation result at epoch 3506 with a value of 0.00874.

Results: From the statistical test results, the effect of perceived usefulness on ease of use has the highest level of influence, obtaining a test value of 3.6. Furthermore, the effect of the attitude towards using on the behavioral intention to use has the lowest level of influence, which obtained a test value of 1.2.

Novelty: In this article, Gaussian filter is used as feature extraction to improve yield. Character detection results using a Gaussian filter are known to be almost 10% higher than those using only a neural network. The result with the Neural Network alone is 82.2%, while the Neural Network-Gaussian Filter produces 92.1%.
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INTRODUCTION

As digital technology advances, society needs printed text such as books, journals, and documents to be converted into digital form in order to increase efficiency in automatically converting documents into digital files. Text recognition in images is complex due to variations in text size, color, font, orientation, background, low image resolution, and lighting conditions [1]-[4]. In addition, similar image shapes greatly affect text recognition accuracy. The problem that arises is how to transfer the printed text to digital text form. A system to recognize text in images [5]-[10] is known as an optical character recognition (OCR) system. OCR was developed to address this problem. Optical character recognition (OCR) is a technology that allows computers to read text contained in images or printed documents [4], [11]. OCR is very useful for converting image documents or text images into editable text. OCR can be used to read text contained in images, such as in photos, books, or documents [11], [12]. OCR works by scanning an image or document and recognizing the letters contained in the image. After the letters are recognized, OCR uses complex algorithms to convert the letters into digital text that can be processed by a computer. This is done by comparing the recognized letters with a database of letters already recognized by OCR [1], [13]-[15]. If OCR cannot find a letter that matches its known dataset, it will try to guess the letter with a shape similar with its database [9], [16], [17].
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This research discusses an OCR-based system using the neural network or artificial neural network method. A neural network or artificial neural network is a set of algorithms used to imitate the workings of the human nervous system. Artificial neural networks [18] are one of the deep learning algorithms, which become more intelligent over time. Artificial neural networks [4], [13], [15], [19]–[22]) can learn on their own through experience and can become more accurate as more data is provided. A neural network is a system that processes information by imitating the workings of the human brain, allowing a computer to understand various things and make decisions like a human think [7], [8], [23], [24]. Neural networks can be used for a variety of tasks, such as pattern recognition [25], [26]. OCR (Optical Character Recognition) can use neural network or artificial neural network methods to improve accuracy in identifying letters in images or documents. Artificial neural networks can help OCR by processing the data given and finding patterns that can be used to identify those letters [10], [16], [27]. Using a neural network, OCR can be more accurate in identifying letters that are difficult to distinguish, such as the letters "D" and "O." The advantage of artificial neural networks is their ability to recognize patterns from previously taught images. In previous research, the same topic was discussed and can be used as a reference for comparison or to add further discussion about the topic being researched. In this research, several journals discussing the same topic, text recognition, were used as a comparison. The following are the journals by Khandokar [15] in 2021 using Convolutional Neural Network (CNN) to recognize the characters based on NIST dataset. This experiment yield 92.91% using 80:20 for training and testing data form 1000 image, while accuracy only 65.32% using 200 datasets. Using segmentation, clipping, pre-processing, and feature extraction, the results of this study might be optimized by combining or replacing extraction features. Another research by Susanto [28] in 2021 has Javanese alphabet classification using simple machine learning by K-Nearest Neighbor (KNN) and optimized using cropping, median filtering, otsu thresholding and HOG feature extraction. The highest accuracy is 98,5% in K=1.

The concept of artificial neural networks began in the 1940s and 1950s, when researchers began to understand how the brain processes information by studying the structure and function of the brain. In 1943, Warren McCulloch and Walter Pitts published a paper proposing that neurons in the brain could be represented as simple logic gates that accept inputs and produce outputs based on a set of rules [7], [18], [21], [24], [29]. Announced. This idea led Frank Rosenblatt to develop the first artificial neural network, the so-called perceptron, in the 1950s. A perceptron was a simple neural network consisting of a single layer of artificial neurons that could be trained to recognize patterns in data. However, perceptrons were limited in their ability to recognize only linearly separable patterns, limiting their ability to solve more complex problems. In the 1980s, the introduction of backpropagation, a learning algorithm that adjusts the weights and biases of neural networks to improve their performance, revived the development of artificial neural networks [30]. This has led to the creation of multi-layer neural networks (also known as deep learning networks) that can learn and recognize more complex patterns in data. Artificial neural networks are used today in a variety of applications, including image and speech recognition, natural language processing, and machine learning. It has also played a key role in the development of self-driving cars and other emerging technologies. The main purpose of this journal is to create a text recognition application that can facilitate the process of converting printed images or documents into editable digital text. The text recognition application can be useful for converting image documents or text images into editable text. The text recognition application can also be used to read text contained in images, such as book photos or documents. This can help facilitate document archiving.

METHODS

Research on text recognition in images or OCR (Optical Character Recognition) is very important because it can help in processing and accessing the information contained in photos by converting it into machine-readable text [14], [31]–[34]. OCR can be used in various fields such as education, business, and industry. In the education field, OCR can help in processing and storing documents contained in images such as textbooks, lecture notes, and other documents. OCR can also help in accessing documents written in unusual letters or in a foreign language that is not known to someone. In the business field, OCR can help in processing and storing documents contained in images such as invoices, financial reports, and other documents. OCR can also help in processing and storing data contained in photos such as names, addresses, and phone numbers, which can be used for marketing or data analysis purposes. In the industrial field, OCR can help in processing and storing documents contained in images, such as product specifications, quality reports, and other documents. OCR can also help in processing and storing data contained in images, such as serial numbers, production dates, and production locations, which can be used for product maintenance and care purposes. This research on text recognition in images is very important because it can help in
processing and accessing the information contained in photos, which can be useful in various fields. Text recognition in photos is a very complex matter due to the many variations. For example, different colors, sizes, fonts, letter sizes, background images, and lighting conditions. Therefore, it is very difficult to achieve high accuracy even though reCAPTCHA is currently still collecting datasets to improve its program. Therefore, in this research, only capital text is used as shown in Figure 1. The objects used in this research are a document and an image containing capital letter text. The document and photos will be input into the system to read and recognize the text contained within it. The objects of this research were collected from various sources, such as books, letters, and personal documents.

![Figure 1. Sample data collection](image1)

In this research, a Neural Network will be used. However, before training, preprocessing must be done to make the image clearer and cleaner. Then, segmentation is also carried out to focus on specific parts. Preprocessing and segmentation are important steps in the OCR process as they help improve the quality of the input photos and focus on the specific area of interest, which can help improve the accuracy of the OCR system [5], [23], [35], [36]. Preprocessing can involve steps such as image resizing, noise removal, and image enhancement, while segmentation involves dividing the image into smaller regions or segments. These steps can help the OCR system to accurately identify and recognize the text in the image. The dataset used in this research was taken from Kaggle, which contains 372038 characters image a set of 26 capital character (A to Z) printed in the System font. Each letter image is represented by 28 x 28 pixels and have a black background that has been resized to 784 x 1, where each pixel can be either on (represented by a '1') or off (represented by a '0'). The process involves scanning each pixel in the enhanced letter image from top to bottom and left to right to locate the capital letter printed on the paper. It is assumed that the letters are clearly separated from each other (capital letter). In this research, we use the neural network method. A neural network or artificial neural network is a system consisting of many units called "neurons" that work together to solve problems that the system will face [12], [37]. The way a neural network works is that it receives input data to be processed. This input is processed by the neurons in the network. Each neuron calculates its output value using a predetermined function [38]–[40].

The output of each neuron is summed and sent to the neurons in the next layer. This process continues until the data reaches the output layer, where the final output of the network is produced. During the learning process, neural networks can learn patterns in data. For example, there may be specific features on an object to be recognized. For example, the letter "A" has characteristics such as a sloping line, a horizontal line,
and so on. During the training process, the neural network will try to identify these characteristics. On a neural network there is such a thing as input layer. The input layer of a neural network is the layer that receives the input data. It is the first layer of the network and does not perform any computations or transformations on the data. Its primary role is to pass the input data through the network to the subsequent layers for processing. The input layer is composed of units in Figure 3, also known as neurons or nodes, that represent the input data. The number of units in the input layer is determined by the dimensions of the input data. For example, if the input data is a 2D image with 28 x 28 pixels, then the input layer would have 28 x 28 = 784 units. If the input data is a 1D time series with 10 times steps, then the input layer would have 10 units. The input layer does not have any internal weights or biases, as it does not perform any computations. It simply serves as a conduit for the input data to flow through the network to the subsequent layers. And then there is also a hidden layer. A hidden layer in a neural network is a layer of neurons that is not visible to the input data or the output predictions of the network. Hidden layers are located between the input layer and the output layer in a neural network and are responsible for extracting features from the raw input data and transforming it into a more useful representation for the output layer to process. The number of hidden layers and the number of neurons in each hidden layer can vary greatly depending on the complexity of the problem being solved. In general, a deeper neural network with more hidden layers can learn more complex relationships in the data, but it also requires more computational resources and can be more prone to overfitting. Each hidden layer in a neural network consists of a set of neurons, each of which receives input from the neurons in the previous layer, applies a nonlinear activation function, and passes the output to the neurons in the next layer. The activation function is a mathematical function that determines the output of a neuron given its input. Common activation functions include sigmoid, tanh, and ReLU (Rectified Linear Unit).

![Figure 3. Illustration of neural network [4][8][30]](image)

The weights and biases of the connections between the neurons in the hidden layers are learned during the training process of the neural network using an optimization algorithm, such as stochastic gradient descent. The learning process involves adjusting the weights and biases in order to minimize the error between the predicted output and the ground truth label for a given input. In this research we used 65 hidden layers. Having 65 hidden layers in a neural network would be considered a very deep neural network. Deep neural networks, which have many hidden layers able to learn and model very complex relationships in the data. However, they also require a lot of computational resources to train and can be prone to overfitting, which means that they perform well on the training data but do not generalize well to unseen data. There are several factors to consider when deciding how many hidden layers to include in a neural network.

One factor is the complexity of the problem being solved. A deeper neural network may be necessary for more complex tasks, but it may not be necessary for simpler tasks. Another factor is the amount of data available for training. A deeper neural network may be able to learn more complex relationships in the data, but it also requires more data to learn from in order to avoid overfitting. In general, it is a good idea to start with a relatively shallow neural network and gradually increase the depth as needed, rather than starting.
with a very deep neural network. This allows you to determine the optimal number of hidden layers for your specific problem, while minimizing the risk of overfitting. and the last is output layer. In a neural network, the output layer is the final layer of neurons in the network. It is responsible for producing the output of the neural network based on the inputs it receives from the previous layers. The output layer receives input from the other layers in the network, processes this input using the weights and biases of the neurons, and produces the final output of the network. The output of the output layer is often used to make a prediction or classification based on the input data. The number of neurons in the output layer is typically determined by the number of classes that the network is trying to predict. For example, if the neural network is trying to classify images into one of 10 different categories, the output layer would have 10 neurons, each corresponding to a different class. The output of each neuron in the output layer would be a probability, indicating the likelihood that the input image belongs to that class. The class with the highest probability would be the one that the network predicts. In some cases, the output layer may also have a continuous output, such as a real number, rather than a probability. This can be useful for tasks such as regression, where the goal is to predict a continuous output rather than a discrete class. Overall, the output layer is an important part of a neural network, as it produces the final output of the network based on the input it receives from the other layers. This measures how well your regression model to predict the actual output for new data that was not used in the modeling. If your regression model is good, then it will predict the actual output with a low level of error. Figure 6 shows the best validation result, which is 0.0087446 at epoch 3506. Mean squared error (MSE) is one matrix that can be used to evaluate the performance of a neural network validation. MSE is calculated by taking the difference between the desired output value and the actual output value produced by the model, then multiplying the difference by 2, and then summing all the results. Then, the sum is divided by the number of data used for validation. MSE is used to measure the difference between the predicted output and the actual output, and a lower MSE indicates a better model. To calculate MSE, you first need to calculate the difference between the predicted value and the actual value for each data point, square the difference, and then sum all the squared differences. Finally, divide the sum by the number of data points to get the average squared error. The lower the MSE, the better the model is at predicting the actual output. The smaller the MSE value, the better the model is considered at predicting the desired output. However, it is important to note that MSE is not always the most appropriate metric for every case. If the data used has very large values, MSE may not give an accurate picture of the model's performance as in (1), where n is the number of data points used for validation, \( \sum \) is the sum symbol, indicating that the values should be added together, Predicted value is the value predicted by model, Actual value is the true value of the output.

\[
MSE = \frac{1}{n} \sum (Y_i - \hat{Y}_i)^2 \quad (1)
\]

RESULTS AND DISCUSSIONS
Before creating the neural network, we import the existing dataset. In this case, we create 65 hidden layers in the neural network. Before training the input from the dataset, we first normalize it using a custom function. This function will change the background of the images in the dataset to white. Then we normalize the target to be trained, resulting in the transpose of the normalized target. Here, we use 4000 epochs or iterations. The training process will take approximately 2-4 hours and will result in the following performance. Based on Figure 4 and Figure 5, the value of R for Training, Validation, and Test is 0.89136 or 89.1%, 0.87411 or 87.4%, and 0.86548, respectively.
Inputting an image is the first process carried out. In this process, all input images are read by the system. The image is then processed in the next step, which is pre-processing. After creating an artificial neural network, the next step is to pre-process the input image. Pre-processing is the process of cleaning and preparing the data before it is used in training. Pre-processing is the process of preparing the image for further analysis by cleaning, enhancing, and adjusting the image so that it can be accurately processed by the OCR system.

Figure 4. Regression training neural network result

Figure 5. Validation performance
This may involve tasks such as removing noise or blur, correcting distortions, and adjusting the image contrast. Pre-processing is an important step in the OCR process because it helps to improve the accuracy and efficiency of the OCR system. The first step is to add a Gaussian filter, which is used to smooth the indentations in the character and improve the accuracy of the output. Then, the image is converted from grayscale to binary. Next, a cropping step is performed on the input image. Cropping is done to discard unnecessary parts by finding rows and columns that only contain a value of 0. The next step is segmentation, which is used to separate each character or letter by storing two indexes for the beginning and end in an array. Segmenting the parts or each letter is useful to make the text recognition more focused and get more specific information from the object. Then, cropping of the image containing the word into each letter will be performed using the two initial indexes and the saved end index previously. After this step, the following will be produced. After marking the parts of the letters that will be matched with the trained network, cropping of the image containing the word will be performed into individual letters using the previously stored initial and final indexes. Here, will use images specified in the object section. This study uses 15 testing data to test the model that has been created. This study will compare the results of testing using a gaussian filter during preprocessing and without using a gaussian filter.

<table>
<thead>
<tr>
<th>Original Character</th>
<th>Neural Network</th>
<th>Gaussian Filter + Neural Network</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEREMPUAN</td>
<td>JJAWXH</td>
<td>PEREMOUAN 88.8%</td>
</tr>
<tr>
<td>KARTU</td>
<td>KARTU 100%</td>
<td>KARTU 100%</td>
</tr>
<tr>
<td>MAHASISWA</td>
<td>UAHASISWA 77.7%</td>
<td>MAHASBSWA 88.8%</td>
</tr>
<tr>
<td>SEMENTARA</td>
<td>SEMENTARA 100%</td>
<td>SEMENTARA 100%</td>
</tr>
<tr>
<td>CITRA</td>
<td>CITRA 75%</td>
<td>CITRA 100%</td>
</tr>
<tr>
<td>DIGITAL</td>
<td>DGRITAL 71.4%</td>
<td>DGRITAL 85.7%</td>
</tr>
<tr>
<td>PENGOLAHAN</td>
<td>PENGOLAHAN 100%</td>
<td>PENGOLAHAN 100%</td>
</tr>
<tr>
<td>KESEHATAN</td>
<td>KESEHAAN 88.8%</td>
<td>KESEHAAN 88.8%</td>
</tr>
<tr>
<td>PESERTA</td>
<td>PESERTA 100%</td>
<td>PESERTA 100%</td>
</tr>
<tr>
<td>NEGERI</td>
<td>NEGERB 83.3%</td>
<td>NEGERB 83.3%</td>
</tr>
<tr>
<td>SEKOLAH</td>
<td>SEKOLAH 100%</td>
<td>SEKOLAH 100%</td>
</tr>
<tr>
<td>KEBUDAYAAN</td>
<td>KEBUDAYAAN 90%</td>
<td>KEBUDAYAAN 100%</td>
</tr>
<tr>
<td>REPUBLIK</td>
<td>REPUBLBK 87.5%</td>
<td>REPUBLBK 87.5%</td>
</tr>
<tr>
<td>NUSWANTORO</td>
<td>NUSWANTORO 100%</td>
<td>NUSWANTORO 100%</td>
</tr>
<tr>
<td>UJIAN</td>
<td>UJIB 60%</td>
<td>UJIB 60%</td>
</tr>
<tr>
<td>Average</td>
<td>82.2%</td>
<td>Average 92.1%</td>
</tr>
</tbody>
</table>

Based on Table 1, the testing results of the test show an average accuracy of 82.2, with the highest accuracy at 100% and the lowest at 0%. This is because the image is not given a Gaussian filter, resulting in noise being created on the background when binarized, which reduces the accuracy of text recognition. Without using a Gaussian filter, noise cannot be removed, and the quality of the photos is reduced, which also reduces the accuracy of text recognition and can cause errors in text recognition. Gaussian filters are commonly used in image processing to smooth and blur photos, and they can be used to reduce noise and improve the quality of photos. By applying a Gaussian filter to the input image before processing it with the OCR system, the quality of the image can be improved, which can help improve the accuracy of the OCR system. The testing using Gaussian filter show an average accuracy of 92.1%, with the highest accuracy at 100% and the lowest at 60%. This is because the objects being predicted are too close together, so when segmenting the letters, the letters that are touching are only read as one. Images will be difficult to read if the background of the image is not clean, dark, and uneven. Therefore, applying a Gaussian filter in the preprocessing stage is important because it removes noise from the image, which improves the accuracy of text recognition and the quality of the image. By improving the quality of the input image, the OCR system is more likely to accurately recognize the text in the image.

CONSLUSION
This research was conducted on text recognition using the neural network method with and without adding a Gaussian filter. From the results of this research and testing, it can be concluded that the system using a Gaussian filter has a success rate of text recognition with an accuracy of 92.1%, while the system without using a Gaussian filter has a success rate of text recognition with an accuracy of 82.2%. It can therefore be concluded that text recognition using the neural network method assisted by a Gaussian filter will produce a higher accuracy than text recognition without using a Gaussian filter. Gaussian filters can improve the
quality of the input image by removing noise and smoothing the image, which can help improve the accuracy of the OCR system. It is important to consider the use of preprocessing techniques such as Gaussian filtering to improve the accuracy of OCR systems. For the future research, Neural Network may be implemented using Wiener filter or Adaptive Threshold to increase best pixel enhancement before weighting and is expected to produce higher accuracy.
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