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Abstract— Blended learning has recently acquired popularity in a variety of educational settings. This 
approach has the advantage of being able to autonomously monitor students' knowledge states using the 
collected learning data. Moodle is the most widely used learning management system in blended learning 
environments. Students can access Moodle to obtain supplementary materials, exercises, and assessments to 

complement their face-to-face meetings. However, its performance can be improved by more effectively 

tailoring students' skills and pace of learning. Several studies have been conducted on knowledge tracing; 
however, we have not discovered any studies that particularly investigate knowledge tracing in a blended 
learning setting with Moodle as a component. This study proposes a scheme for assessment using the features 
of the Moodle quiz platform. The assessment data is used to conduct knowledge tracing with the Bayesian 
Knowledge Tracing (BKT) model, which improves interpretability. The aforementioned data were collected 
from information engineering undergraduate students who completed 88 exercises that assessed 23 knowledge 
components within the course. We measure RMSE and MAE to evaluate the performance of the BKT model on 
our dataset. Furthermore, we compare the knowledge tracing performance to other well-known datasets. Our 
results show that the BKT model performed better with our dataset, with an RMSE of 0.314 and an MAE of 
0.197. Moreover, the BKT model can be used to assess student performance and determine the level of mastery 
for each knowledge component. Thus, the outcomes can be applied to personalized learning in the future. 
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I. INTRODUCTION 

Blended learning, a combination of face-to-face meetings 

and online learning, is being widely used in the post-pandemic 

period. This is due to the many benefits offered by the method. 

It is retaining the values of face-to-face meetings while at the 

same time gaining the advantages of online learning which is 

conducted by using computer-based learning systems. Studies 

show that many advantages are obtained with the 

implementation of blended learning, such as flexibility [1], 

efficiency, and effectiveness in teaching and learning activities 

[2], [3]. Other studies also reveal that blended learning, when 

applied together with a student-centered instructional approach, 

has the potential to increase students' engagement, motivation, 

and self-direction [4], [5]. Furthermore, blended learning can 

provide valuable digital data that can be utilized for learning 

analytics [6], [7]. 

There are various tasks in learning analytics; one of them is 

knowledge tracing. It is used to monitor the development of 

students' knowledge and/or skills during a learning process.  

Monitoring student knowledge states is crucial to facilitate the 

personalization of teaching materials [8], interventions or 

treatments [9], instructions, and exercises [10]. In other words, 

understanding the student's current knowledge state is a 

prerequisite to being able to adapt the learning environment 

according to students' skills and abilities [11]. 

In a face-to-face class, knowledge tracing can be done 

manually by teachers by directly observing students' activity, 

engagement, and performance. Nevertheless, for a large class 

with many students, this job becomes very challenging. 

Therefore, data collected from online sessions of a blended 

learning method can be utilized to perform knowledge tracing 

automatically, which allows for a personalized learning 

experience that is believed to be more effective. 

Several approaches to knowledge tracing are available such 

as probabilistic and deep learning. The advantage of the 

probabilistic approach is that it can trace the student's 

knowledge state by modeling skill as a binary latent variable 

(unlearned state and learned state) and then calculating the 

transitions between the two variables for each answer [12]–[14]. 

However, the probabilistic approach still has limitations in 

terms of accuracy. Another approach for knowledge tracing is 

deep learning. This approach tends to have better accuracy, 

consequently, it gains popularity in the last five years [11]. 

Specifically, the method is called as deep knowledge tracing 

(DKT). Despite the fact that DKT offers advantage in term of 

accuracy, it lacks interpretability [15]–[17]. A deep learning 

approach does not seem to be an ideal solution, especially when 

explicit underlying theory and interpretability are important 

[18]. Interpretability is required to track changes in the student's 

knowledge state so that an estimate of the student's cognitive 

state as well as the skills that have been successfully mastered 

can be found. Meanwhile, this study has proven that 

probabilistic approach extensions using Bayesian Knowledge 

Tracing (BKT) can have predictive performance similar to a 

deep learning approach and can maintain interpretability, 

including psychologically meaningful model parameters [19], 

[20]. 

Previous researchers have conducted several studies [13], 

[9], [21] related to BKT. The first study proposed the BKT 

model by extending learning conditions from two (unlearned 

and learned) to three (unlearned, learning, and learned) [13]. 
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The datasets utilized for this study were the Assistments Math 

datasets for the years 2004–2005, 2005–2006, and 2006–2007, 

which were acquired from WPI-Assistments via DataShop. The 

RMSE value derived from the three datasets, specifically when 

considering the combination of knowledge components (KCs), 

falls within the range of 0.475. Meanwhile, the following study 

developed the BKT model by taking into account the 

relationship between knowledge [9]. This research uses 

datasets from the online education system Bridge to Algebra. 

The dataset is a set of steps from each topic completed by the 

student and systematically recorded. In this context, the BKT 

here serves to calculate the probability of a student having 

mastered certain knowledge. Once the student exceeds the 

minimum probability threshold, the system will cease 

providing exercises related to that knowledge. Approximately 

0.395 is the RMSE value derived from all the skills. The other 

study estimated a student's state of knowledge using the 

concepts of partially correct and partially known [21]. This 

study used six well-known datasets, such as Algebra I 2005–

2006, Algebra I 2006–2007, Bridge to Algebra 2006–2007, 

ASSISTments 2009–2010, ASSISTments 2012–2013, and 

ASSISTments 2017. Particularly in the ASSISTments 2012–

2013 dataset, the model generated an RMSE value of 

approximately 0.05. According to the findings of these studies, 

BKT accuracy may be enhanced. This method promises the 

needed performance for automatic tracking of student 

knowledge in a blended learning environment due to BKT's 

superiority in terms of interpretability. 

Datasets from prior studies are gathered from intelligent 

tutoring systems. In those systems, assessment schemes are 

built and implemented specifically for knowledge tracing 

purpose. Meanwhile, many educational institutions implement 

blended learning methods by utilizing learning management 

system (LMS) platforms which are configured based on the 

need of the institutions. Moodle is one of many commonly used 

LMSs. Therefore, it is important to design, implement, and 

evaluate knowledge tracing scheme in Moodle. 

Referring to the previous explanation, this research is 

motivated by two problems. First, we were unable to locate any 

prior studies that employed BKT for knowledge tracing in a 

blended learning environment with Moodle serving as the 

online learning platform. Due to Moodle's widespread use as an 

LMS, it is crucial to investigate its integration with BKT. In the 

meantime, certain intelligent tutoring systems are used for the 

majority of knowledge tracing systems. Secondly, the efficacy 

of BKT in prior studies can be enhanced through a reduction in 

the RMSE value. 

The purpose of this study was to track the academic 

performance and cognitive states of students by analyzing a 

dataset obtained from exercises and quizzes provided through 

Moodle. The efficacy of knowledge tracing is also assessed 

through comparisons with other datasets. In order to 

accomplish this, we propose a scheme for preparing 

assessments using Moodle that will facilitate the knowledge 

tracing process, which is detailed in Section II. The knowledge 

tracing was then performed, and the findings were presented in 

the results and discussion Section III. 

II. METHOD 

The study was conducted in an actual blended learning 

environment at the School of Information Engineering, Faculty 

of Engineering, Universitas Gadjah Mada, Indonesia. The 

course on Algorithm and Data Structure was conducted using 

Moodle as a learning management platform for the online 

component of a blended learning environment. Students are 

required to master 23 knowledge components (KCs) through a 

series of exercises. The 23 KCs are decomposed from learning 

outcomes which are defined by the extended syllabus written in 

the curricula. Knowledge tracing is used to monitor the 

students' level of mastery at each KC. 

In this section, we explain the setup of the blended learning 

environment and assessment by using Moodle as the source of 

the dataset. After that, we also described the collected dataset 

as well as the knowledge tracing method. 

A. Blended Learning Setup in Moodle 

Prior to delving into the knowledge tracing method, it is 

crucial to take into account several types of blended learning 

implementation, as they will determine the effectiveness of the 

teaching method. Blended learning implementation typically 

involves two main categories of instructional design: teacher-

centered and student-centered approaches [5]. Within a teacher-

centered approach, the utilization of the online learning system 

gives rise to three different configurations. A teacher-centered 

approach with screen configuration utilizes an online learning 

system to facilitate face-to-face meetings by providing students 

with online materials, exercises, and assessments. Besides, the 

teacher-centered approach also has a scene and cockpit 

configuration, whereas the student-centric approach has a crew, 

metro, and ecosystem configuration [5]. 

Screen configuration in a blended learning environment is 

implemented in this study. The online learning system is 

utilized for providing various learning materials such as slides, 

videos, links, and e-books, as well as conducting formative and 

summative assessments. Moodle is one of the most popular 

open-source LMS that may be utilized for the development, 

management, and distribution of learning materials. Moodle 

with hypermedia resources facilitates planning, supervision, 

control, personal reflection on students' own practice, and real-

time feedback upon task completion [17]. This strategy thus 

promotes students' involvement in their own learning process. 

Moodle has been shown to be more effective and efficient than 

traditional learning environments in attaining in-depth and 

high-quality learning if it includes hypermedia resources that 

can be adapted to the learning pace of each student through a 

personalized learning environment [17], [18]. Furthermore, 

Moodle provides useful features to be explored to conduct 

assessments and collect data for knowledge tracing. 

B. Assessment Setup in Moodle 

Each blended learning environment has five pedagogical 

dimensions: 1) combination, which combines online and face-

to-face learning strategies; 2) mediatization, which includes e-

learning and instructional design; 3) mediation, which deals 

with media effects and behaviour; 4) teacher and student 

mentoring, which includes cognitive, metacognitive, and 

motivational components; and 5) degree of openness or 

flexibility, which lets students choose the learning methods and 

resources they want to use [5]. This study uses the first 

pedagogical dimension, which involves a combination of face-

to-face learning with educators and Moodle as an online 

learning platform. Moodle was configured to accomplish the 

study's objectives. First, students enrol in the data structure 

course available on Moodle. After that, students can access the 

materials that educators have uploaded to Moodle and 

participate in classroom sessions with educators. Then, when 

the educator has finished delivering the material, the student 

will be asked to work on the quiz using Moodle.  
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Figure 1 shows the scheme for the preparation of students' 

assessments. We started from a defined extended syllabus 

document of Algorithm and Data Structure course which is 

used in the institution. Based on the document, a set of learning 

outcomes for the course is given. We decomposed each 

learning outcome into a set of inter-related KCs. Sets of KCs 

are outlined because they are vital for knowledge tracing. It 

enables the process of tracing student knowledge states for each 

KC. The KCs are also used as a guide for items or questions 

generation step. For each KC we develop several items. These 

items or questions which are generated are then stored in the 

question bank which is available in Moodle. After that, the quiz 

is setup in Moodle and items for the quiz are imported from the 

question bank.  

 

 
It has been mentioned that this study is conducted on an 

Algorithm and Data Structure course. There are three learning 

outcomes specified in the extended syllabus document. For this 

study, we developed the assessment plan for two learning 

outcomes as follows. 

• Students can explain and implement Abstract Data Type 

(ADT) i.e., tree and graph data structures. 

• Students can explain and implement various data sorting 

algorithms and search algorithms. 

The 23 KCs consist of tree structure, characteristics of trees, 

types of trees, application of each tree type, implementation of 

trees using C++, tree operations (tree traversal), tree operations 

(binary search trees), graph structure, types of graphs, graph 

terminologies, graph implementation, graph traversal, linear 

search (operating principle), linear search (performance 

analysis), binary search (operating principle), binary search 

(performance analysis), linear and binary search, insertion sort 

(operating principle), insertion sort (performance analysis), 

selection sort (operating principle), selection sort (performance 

analysis), bubble sort (operating principle), bubble sort 

(performance analysis). For each KC, we create many questions 

or items that utilize different question formats offered by 

Moodle, including multiple-choice and true/false. 

The assessment's applicable settings and their objectives are 

described in Table I. The quiz can be customized with several 

settings, such as time limitations, a minimum passing grade 

requirement, the number of allowed attempts, question 

behavior, and review options. In the assessment settings, we 

enforce a requirement that students must get a minimum score 

of 85 within a maximum of three attempts. 

C. Dataset 

This study employs quizzes and question data obtained 

from the Algorithm and Data Structure course on Moodle, 

along with student data retrieved from the academic 

information system. The data are then preprocessed to generate 

the Moodle 2023 dataset. Datasets for tracing knowledge states 

are collected in unique learning environments; thus, each 

dataset has different characteristics. The dataset used in this 

study is collected in a realistic learning environment, which 

enhances its applicability. It consists of 32,820 records, which 

were gathered from 252 students who enrolled in the Algorithm 

and Data Structure class, as shown in Table II. Furthermore, the 

dataset captures students progression from one knowledge 

component to the next, which is crucial for understanding 

students knowledge or skill from time to time. 

In addition, the performance of BKT is evaluated using the 

Bridge to Algebra 2006-2007 and ASSISTments 2009-2010 

datasets. Bridge to Algebra 2006–2007 is a dataset of the 

Intelligent Tutoring System (ITS) known as Cognitive Tutor. 

This dataset comprises a comprehensive record of all stages of 

each mathematical topic, encompassing 12 KCs. Subsequently, 

the ITS at Worcester Polytechnic Institute provided publicly the 

ASSISTments 2009–2010 dataset. This dataset comprises 111 

KCs related to mathematics. Details regarding each of the 

datasets included in this study are given in Table II, including 

the total number of students, records, exercises, and KCs. 

 

D. Knowledge Tracing Process 

Figure 2 illustrates the process of tracking the 

knowledge states of students. The process commences with the 

acquisition of data from Moodle and academic information 

systems. Moodle serves as a repository of information 

pertaining to quizzes, questions, and students' scores, while the 

academic information system functions as the repository of 

students' personal information. Following that, the data from 

both sources undergoes the data preprocessing stage, 

encompassing several steps such as data cleaning, data 

transformation, data integration, and data reduction, resulting 

in the development of the Moodle 2023 dataset. Afterwards, the 

Moodle 2023 dataset proceeds to the student modeling stage, 

 
Figure 1. Scheme for assessment setup using Moodle 

TABLE I.   QUIZ SETTINGS ON MOODLE 

No Settings Objective 

1 Open the quiz The quiz's opening date and time settings 

2 Close the quiz The quiz's closing date and time settings 

3 Time limit A time limit has been set for each 

attempt 

4 Grade to pass Minimum grade requirements for 

students 

5 Attempts allowed The maximum number of trials a student  

is allowed to do 

6 Grading method The highest score from all the trials 

conducted is utilized by the evaluation 

system 

7 Shuffle within 

questions 

Each student works on the questions in 

a distinct order, as they are displayed at 

random 

8 Review options Students will only receive information 

regarding their scores and the number of 

completed trials while the quiz is still 

available 

 

 

TABLE II.   STATISTICS OF ALL DATASET 

Statistics 

Datasets 

Bridge to 

Algebra 

2006–2007 

ASSISTments 

2009–2010 
Moodle 2023 

Students 587 4,217 252 

Records 16,857 525,534 32,820 

Exercises 550 26,688 88 

Knowledge 

concepts 

12 111 23 
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where student activity records are utilized to estimate students' 

knowledge states. During this stage, the BKT model is used to 

measure student performance and cognitive state. After that, in 

order to assess the effectiveness of the BKT model, this study 

used the root mean squared error (RMSE) and mean absolute 

error (MAE). 

 

1)  Data Preprocessing 

Various data preprocessing tasks were conducted, 

comprising data cleaning, data transformation, data integration, 

and data reduction. Data cleaning followed the extraction of 

data from both Moodle and the academic information system. 

After that, the student's grade on each attempt was individually 

scrutinized; if the student had achieved a passing grade on the 

preceding attempts, the subsequent attempt was eliminated. 

The data then undergoes data transformation, which involves 

converting wide data into long data. The following step 

involves data integration, wherein the data from quizzes, 

questions, and students is merged into a unified table. Next, the 

data reduction steps involve eliminating irrelevant features, 

such as surname, first name, email address, state, started on, 

completed, and grade, as they are unnecessary for the student 

modeling. Table III contains a detailed summary of the features 

obtained during the data preprocessing stage. 

 

2)  Student Modeling 

BKT is a two-state learning model that transitions between 

unlearned and learned states using a rule that disregards 

forgetting and the absence of the opposite transition rule [11], 

[22]. The possibility of something occurring in the unlearned 

state is that the student guesses correctly [23]. In contrast, the 

only possibility in the learned state is that the student will make 

a mistake. Both conditions are modeled as binary variables, 0 

for the unlearned state and 1 for the learned state [24]. 

BKT consists of four parameters: P(L), P(T), P(G), and P(S) 

[9]. Parameters P(L) and P(T) are learning parameters used to 

indicate knowledge states. P(L) represents the students' 

knowledge state, while P(T) denotes the probability of 

transitioning from an unlearned state to a learned state. P(L) = 

0 indicates that the student has not yet mastered KC, whereas 

P(L) = 1 indicates the inverse. Meanwhile, if the value of the 

P(T) is 0, there is no transition from the unlearned to the learned 

state. The other two parameters, P(G) and P(S), are 

performance parameters. P(G) represents the probability that a 

student responded successfully at the time of the unlearned 

state, while P(S) denotes the probability that a student failed to 

answer at the time. When P(G) is 0, the student answered 

incorrectly during the time they did not master KC, and when 

P(S) is 0, the student answered correctly during the time they 

mastered KC. Therefore, when both P (G) and P (S) are 0, the 

student's response reflects their knowledge mastery.  

The unlearned state is represented by (1-P(L)), and the 

learned state is represented by (P(L)). BKT is binary-based 

student modeling, so there are only two kinds of answers: 

incorrect and correct. When the answer is incorrect, there are 

two possibilities: the student fails to answer in the unlearned 

state (1-P(G)) or makes a mistake in the learned state (P(S)). 

When the answer is correct, the probability is that the student is 

able to answer in the unlearned state (P(G)) or not make a 

mistake in the learned state (1-P(S)). 

BKT calculates the probabilities of the KC learned in the 

experiment (t), with the learning parameters P(𝐿𝑡) and t > 0, so 

that P(𝐿𝑡) is the probability that the KC has been understood 

after the experiment. P(𝐿𝑡) is to be updated after an attempt 

using (1)-(3) [13]. Correctt means that the performance of the t-

th chance to apply KC is true, and Incorrectt means the opposite. 

Evidence can be Correctt or Incorrectt, which means the 

performance of the t-th chance of applying KC. 

 𝑃(𝐿𝑡−1|𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑡) =  
𝑃(𝐿𝑡−1)(1 − 𝑃(𝑆))

𝑃(𝐿𝑡−1)(1−𝑃(𝑆)) + (1 − 𝑃(𝐿𝑡−1))𝑃(𝐺)
 () 

 𝑃(𝐿𝑡−1|𝐼𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑡) =  
𝑃(𝐿𝑡−1)𝑃(𝑆)

𝑃(𝐿𝑡−1)𝑃(𝑆) + (1 − 𝑃(𝐿𝑡−1))(1−𝑃(𝐺))
 () 

 P(𝐿𝑡) =  𝑃(𝐿𝑡−1|𝑒𝑣𝑖𝑑𝑒𝑛𝑐𝑒𝑡) + (1 − 𝑃(𝐿𝑡−1|𝑒𝑣𝑖𝑑𝑒𝑛𝑐𝑒𝑡)) ∗ 𝑃(𝑇) () 

Figure 3 illustrates how the two phases of estimating student 

knowledge state and performance can represent the BKT model 

representation of the preceding equation. In Figure 3(a), the 

black circles represent the KC's learning state at time t 

(knowledge states), while the white circles represent the 

student's performance at time t. The arrow between the black 

circles is the probability of the knowledge state transitioning 

from time t-1 to time t. Whereas the arrow between the black 

circles and the white circles is the probability of the 

performance transition at that time. P(L0) and P(Lt-1) mark 

students mastering KC at time steps 0 and t. Meanwhile, figure 

3(b) shows the relationship between bisection knowledge states 

(unlearned and learned states) and bisection performance 

(incorrect and correct). P(T) is the probability that the learning 

state will transition from unlearned to learned following the 

application of a KC, whereas P(S) and P(G) represent the 

probabilities of slipping and guessing, respectively. 

 

 
Figure 2. Process of tracing student knowledge states 

TABLE III.   DESCRIPTION OF FEATURES IN THE MOODLE 2023 DATASET 

Feature Description 

user_id Student ID at the time of the quiz 

problem_id ID of the problem to be addressed 

problem_name Name of the problem to be addressed 

attempt_count Number of trials (number of times students 

submitted answers) 

answer_type Type of question containing multiple-

choice and true-false options 

skill_id ID of the skill for each problem 

skill_name Name of the skill in each problem 

student_class_id Class ID consists of classes A, B, and C 

school_id ID of the study program pursued by the 

student 

time_taken The number of seconds it takes a student 

to complete a quiz from start to finish 

correct The student answers comprise 0 (incorrect 

responses) and 1 (correct responses) 

 

 

       
(a)            (b)  

Figure 3. BKT model representation (a) BKT model framework and  

(b) relationship between bisection knowledge states and  
bisection performance 
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Additionally, equations (4) and (5) are used in the 

evaluation stage to calculate RMSE and MAE. According to 

the equation, 𝑐𝑖  represents the ground truth score and 𝑝𝑖 

represents the predicted score [25]. The RMSE provides a 

summary of the model's prediction error, with a lower value 

indicating better performance [20]. This study also employs 

MAE for the purpose of regression. Similar to RMSE, lower 

MAE values denote better performance.  

 𝑅𝑀𝑆𝐸 =  √
1

𝑛
∑ (𝑐𝑖 − 𝑝𝑖)2𝑛

𝑖=1  () 

 𝑀𝐴𝐸 =  
1

𝑛
∑ |𝑐𝑖 − 𝑝𝑖|𝑛

𝑖=1  () 

III. RESULTS AND DISCUSSION 

A. Student Performance Prediction 

Error values resulting from performance predictions 

diminish in magnitude as the precision of the estimation of a 

student's knowledge state improves. This study uses the 

Moodle 2023 dataset, which was acquired and processed as 

described in the previous chapter. Furthermore, this analysis 

employs two renowned datasets, specifically Bridge to Algebra 

2006–2007 from Cognitive Tutor and ASSISTments 2009–

2010 from ASSISTments, for the purpose of comparison. Each 

of the three datasets includes student assessment records from 

time step 1 to t, allowing for the prediction of student 

performance at each time step. The results of student modeling 

using BKT on the three datasets are depicted in Figure 4. The 

graphic clearly demonstrates that the Moodle 2023 dataset 

produces the most favorable outcomes. The RMSE value 

obtained is 0.314, while the MAE value is 0.197. The 

complexity of the features in the Moodle 2023 dataset has been 

lowered compared to the Bridge to Algebra 2006–2007 and 

ASSISTments 2009–2010 datasets. The findings were also 

superior to those of the two earlier studies [9], [13] mentioned 

in the introduction. 

 

B. Composition of Scores after Data Preprocessing 

After passing through the data pre-processing stage, the 

composition score of each attempt was obtained, as shown in 

Figure 5. This image demonstrates the three problems that 

students should study: Tree Data Structure, Graph Data 

Structure, Searching & Sorting Algorithms. Among the three 

problems determined, it was seen that the majority of students 

obtained scores ranging from 0 to 84 on the Searching & 

Sorting Algorithms problem. As a result, we are conducting 

deeper investigation into the Searching & Sorting Algorithms 

problem. A total of 166 attempts were made, with 130 being the 

students' first attempt and 36 being their second attempt. When 

solely considering the quiz results in terms of scores, educators 

can only infer that a significant number of students fail to 

achieve the minimum score in their first and second attempts. 

However, it remains unclear which specific skills (KCs) pose 

challenges for students and how they progress on each question. 

Hence, the use of the BKT model can offer a potential solution 

to these issues by providing insights into students' performance 

and knowledge state. The subsequent chapter discusses and 

visualizes the applicability of the BKT model, particularly with 

regard to Searching & Sorting Algorithms problems.  

 

C. Visualization of Student Performance Predictions and 

Knowledge State 

Figure 6 depicts predictive student performance movements 

and their knowledge state in the Searching & Sorting 

Algorithms problem with the knowledge component, 

specifically linear and binary search. This study includes 23 

KCs from three problems; however, for the sake of the brevity 

of this article, we show and discuss only a set of knowledge 

components, i.e., linear and binary search. As with the 

discussion regarding predicted results from student 

performance, we chose three students who had maximum, 

middle, and minimum performance to be explained in this 

manuscript. On the left image, a gray line represents actual 

students' answers, and a blue line represents the outcome of the 

BKT prediction, which describes the predicted student 

performance. Blue lines on the right-hand image indicate the 

degree of the students' mastery of the KC. The image depicts 

three students (i.e., S1 for the first student, S2 for the second 

student, and S3 for the third student) with varying levels of 

 
Figure 4. Results of all comparison datasets using BKT 

 

 
(a) 

 
(b) 

 
(c) 

Figure 5. Composition score for three problems (a) Tree Data Structure,  

(b) Graph Data Structure, and (c) Searching & Sorting Algorithms 
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mastery in the linear and binary search knowledge component. 

The blue lines will serve as the focal point of discussions 

pertaining to student performance predictions and knowledge 

states.  

The level of mastery of the first student (S1) was the lowest. 

Predictions of declining student performance serve to confirm 

this even further. The performance of S1 decreased significantly 

(from 0.822 to 0.589) at time steps 4 to 9 due to incorrect 

answers, which contributed to a decline in student cognition 

(from 0.976 to 0.239). The student's performance continued to 

decline (time steps 11 and 12) until his or her cognition on KC's 

linear and binary search reached 0.114. 

Meanwhile, the second student (S2) has a moderate level of 

mastery. There are several up-and-down movements measured 

from 0 to 1, not only 0 or 1. This is an intriguing aspect of the 

performance prediction for S2. Although S2 has exhibited 

several performance decreases (time steps 5, 6, 8, 9, and 12), 

they do not occur sequentially as they do for S1. Consequently, 

S2 shows no significant cognitive decline. This KC's 

proficiency of S2 is 0.576. 

The third student (S3) has a high level of mastery. The image 

shows that the performance is progressively rising. Despite the 

incorrect answer at the 10th time step, there was no significant 

decline in the performance of S3 (from 0.8299 to 0.8293). This  

resulted in a slight rise in the students' cognition, from 0.894 to 

0.998.  

The results and analysis that have been presented 

demonstrate that BKT can aid the process of searching for 

knowledge by producing predictions that allow for the 

estimation of changes in the knowledge state of the student. It 

can facilitate the implementation of blended learning. Due to 

the online nature of the assessment process, educators are 

unable to directly observe the constraints encountered by 

students during the execution of a series of exercises. Through 

these results, educators are able to estimate the specific level of 

students' knowledge at each KC and time step. 

Apart from the advantages of the proposed knowledge 

tracing model, there are several things that still pose challenges. 

The most important thing is the quality of the dataset to ensure 

the effectiveness and reliability of the model. Because the 

dataset is obtained from recording student activities during the 

learning process, the setting of the learning environment is the 

key to success. This research only explores one of the features 

of Moodle, namely quizzes. There are many other features that 

can be utilized to better capture the development of student 

abilities over time. For example, different types of questions 

can provide various assessment data, like essays, videos, and 

audio. Further, the granularity of the knowledge component 

may be increased to allow for a more detailed understanding of 

the learner's progress. In addition, the dataset can be collected 

over a longer period of time to facilitate a more in-depth 

understanding of students' progress over time. By incorporating 

these improvements into a dataset for knowledge tracing, 

researchers and practitioners can develop more effective 

models for understanding and predicting students' knowledge 

states. 

D. The Impact of BKT Implementation in Moodle  

The optimization of Moodle's performance as a platform for 

blended learning environments can be achieved through the 

utilization of the BKT model. Educators can enhance their 

understanding of students' levels of knowledge by employing 

 

Figure 6. Performance predictions of three students and their knowledge state on the KC linear and binary search 



52 Jurnal Teknik Elektro Vol. 15 No. 2 2023 

predictive techniques and afterward analyzing the resulting 

visualizations. This enables educators to ascertain the specific 

KCs that students have successfully acquired. The BKT model 

facilitates the process of knowledge tracing in a large class with 

many students. The model's outputs can be applied to learning 

analytics to monitor students' knowledge state. Learning 

analysis offers several advantages, one of which is the ability 

to personalize the materials, interventions, instructions, and 

exercises delivered to students based on their existing skills and 

abilities. Students' engagement, motivation, and self-direction 

will increase as a direct outcome of the implementation of 

personalized learning.  

IV. CONCLUSION 

The BKT model for knowledge tracing can be implemented 

in a blended learning environment. The results of RMSE 0.314 

and MAE 0.197 support the statement. Predictions of student 

performance and estimates of student cognition can help 

educators understand student progress on each existing KC. In 

a blended learning environment, many students can be 

estimated at the same time. However, there are some areas that 

require further development. The knowledge-tracing process 

could be optimized by maximizing the settings on Moodle as a 

blended learning platform, allowing for more accurate 

predictions of student performance. In addition, the knowledge 

component's granularity can be increased for a more detailed 

understanding of learner progress, while a longer dataset 

collection time can provide in-depth insights. 
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