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Abstract.  
Purpose: Heart failure is a disease that is still a global threat and plays a major role as the number one cause 

of death worldwide. Therefore, accurate predictions are needed to determine the survival of heart failure 

patients. One technique that can be used to predict a decision is classification. Adaptive Neuro-Fuzzy 

Inference System (ANFIS) is an algorithm that can be used in the classification process in making 

predictions. Genetic Algorithms can help improve the performance of classification algorithms through the 

feature selection process. 
Methods/Study design/approach: In this study, predictions or diagnoses were made on the survival of heart 

failure patients based on the heart failure clinical record dataset obtained from the UCI Machine Learning 

Repository. The data used is 299 data with 12 attributes and 1 class. The result of this research is the 

comparison of the accuracy of the ANFIS algorithm before and after using the Genetic Algorithm. 
Result/Findings: The ANFIS algorithm produces the highest accuracy of 94.444%. While the ANFIS 

algorithm after attribute selection using the Genetic Algorithm produces the highest accuracy of 96.667%. 

This shows that the Genetic Algorithm is able to improve the performance of the ANFIS classification 

algorithm through the attribute selection process. 
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INTRODUCTION 
Currently, advances in information technology have brought significant changes in human life. The 

development of information technology encourages the creation of several methods that can be used to help 

daily life, one of which is to predict disease. Health care needs to use such patterns for the diagnosis. 

However, forming a pattern requires large, heterogeneous, and row data, and at the same time, this data is 

widely distributed. Before extracting, the data must be fully organized and collected first. Then, the 

collected structured data must be combined to obtain a system that contains useful medical information 

through which extraction techniques are applied [1]. 

 

Machine learning (ML) is a learning machine that focuses on data analysis using various statistical tools to 

gain more knowledge from data. Data mining is an interdisciplinary field affected by other disciplines, 

including statistics, ML, and database management [2]. Data Mining or Knowledge Discovery in  Databases 

(KDD) process is used to discover new patterns from large datasets and profoundly impact society by 

solving real-life problems. Data mining aims to extract useful knowledge and represent the new knowledge 

to make it understandable [3]. Data mining tools can be very useful to control limitations of people such as 

subjectivity or error due to fatigue and to provide indications for the decision-making processes. The 
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essence of data mining is to identify relations of patterns and models that provide support for prediction, 

decision-making processes, and diagnosis [4]. 

 

Heart failure is a pathophysiological condition in which there are abnormalities in the heart, resulting in 

heart failure to pump blood to tissues throughout the body to meet the body's metabolic needs [5]. Heart 

disease is the first cause of death in different countries and accounts for approximately 80% of all deaths. 

Based on WHO report, about 12 million deaths per year occur in the world due to heart diseases [6]. 

Information technology applied in the health sector can effectively predict various diseases from patient 

medical record data, including survival in heart failure patients [7]. Presently, there is some heart disease 

prediction system that is based on soft computing paradigms.  Most of these models comprise two portions, 

feature selection (FS) and classification. In FS, the most relevant features of heart disease are selected. 

Whereas the selected subset features are used as an input in the classification part [8]. 

 

The classifier method in this study uses Neuro Fuzzy. Neuro Fuzzy is a method that combines Artificial 

Neural Networks with Fuzzy Logic [9]. In 1992, J.S.R. Jang developed an adaptive neuro fuzzy inference 

system based on a fuzzy inference system called the adaptive neuro fuzzy inference system (ANFIS). 

ANFIS is a fuzzy system combined with a neural network to determine fuzzy sets and fuzzy rules. An 

adaptive network is a network structure consisting of many interconnected nodes [10]. The advantage of 

ANFIS is that it can convert knowledge from experts into the form of rules, but it usually takes a long time 

to define its membership function [11]. 

 

To get optimal results in making a prediction or diagnosis, you can use data preprocessing techniques. 

Preprocessing techniques can help improve data quality and provide more accurate results because data 

quality can determine the prediction method's performance and the usefulness of the extracted knowledge 

[12]. One of the processes in the preprocessing technique is feature selection. Feature selection is a process 

of selecting relevant and informative features that can help reduce the features to improve the prediction 

accuracy and reduce computation time [13]. Genetic Algorithm (GA) is one of the algorithms that can be 

used to perform attribute selection. The Genetic Algorithm was chosen because it can reduce attributes in 

the data without reducing the data information. The genetic algorithm process such as selection, crossover, 

and mutations to produce the best individuals [14]. 

 

Several studies have proved that AG can be used to get more optimal results in improving the performance 

of classification algorithms to predict disease. Siahaan et al. [15] conducted a study using Genetic 

Algorithm to select attributes and ANFIS to classify hepatitis. The accuracy value obtained from the 

ANFIS-AG method is 98.73%, while the accuracy value if only using the ANFIS method is 86.67%. This 

proves that AG can optimize a method in predicting the attribute selection process. 

 

Based on this, this study uses the method of combining the ANFIS algorithm with GA. The combination 

of the ANFIS-GA method is expected to produce a maximum level of accuracy in predicting or diagnosing 

the survival rate of heart failure patients. 

 

METHODS 

The method used in this study is ANFIS-GA with ANFIS as a classification algorithm and GA (Genetic 

Algorithm) as a feature selector to predict the survival of heart failure patients. In this study, there are five 

main stages to increase the accuracy of ANFIS using genetic algorithms in predicting the survival of heart 

failure patients. The five stages are the data collection stage, the parameter testing stage, the feature 

selection stage, the classification stage, and the accuracy calculation stage. This study will determine the 

comparison of accuracy before and after the application of the Genetic Algorithm to the ANFIS Algorithm. 

Flow chart The ANFIS Algorithm with the Genetic Algorithm is shown in Figure 1. 

 

Dataset Collection 
This study used a public dataset, namely heart failure clinical record from UCI Machine Learning 

Repository. This data has 12 attributes, including one attribute as class and 299 instances, where x attributes 

are numeric, and x attributes are nominal. We divide the data into 70% training data and 30% test data. The 

description of the dataset can be seen in Table 1. 
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Figure 1. Flowchart ANFIS with Genetic Algorithm 

Table 1. Description of Heart Failure Clinical Record Dataset 

No Attributes Types  Description 

1 Age Numeric Age of patient 

2 Anemia Boolean Decrease of red blood cell/hemoglobin 

3 High Blood Pressure Boolean If patient has hypertension 

4 Creatinine phosphokinase Numeric Level of CPK enzyme in blood 

5 Diabetes Boolean If patient has diabetes 

6 Ejection fraction Numeric Percentage of blood leaving the heart at each contraction 

7 Platelets Numeric Platelets in blood 

8 Serum creatinine Numeric Level of serum creatinine in blood 

9 Serum sodium Numeric Level of serum sodium in blood 

10 Sex  Binary Woman or man  

11 Smoking Boolean Smokers or not 

12 Time Numeric Follow-up period 

13 Death Time Boolean  If patient deceased during floow-up period 
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Parameter Testing 
At this stage, the parameters of the Genetic Algorithm are tested. The parameters tested include the pop 

size value, crossover probability, mutation probability, and the maximum number of generations. Parameter 

testing is done by using training data as much as 70% of the total data. After testing the parameter values, 

the best parameter values are selected based on the highest accuracy values. The results of the best-selected 

parameters can be seen in Table 2. 

 

Table 2. Genetic Algorithm Best Parameters Result 

No Parameter Optimum Value 

1 Popsize 50 

2 Crossover Probability 0.5 

3 Mutation Probability 0.2 

4 Maximum Generation 70 

 

Feature Selection 
The stages of the Genetic Algorithm in attribute selection are as follows. 

1. Initialize individuals in order to know what type of data will be used as a calculation which will be 

represented on each chromosome. 

2. Calculate the fitness value of each particle in the population. 

3. Selection to choose the chromosome with the best fitness value that will be used as prospective parents 

using the roulette wheel method. 

4. Recombination to produce a new chromosome with a better fitness value than the previous 

chromosome using the one point crossover method. 

5. Change the value of genes in a chromosome with a mutation process. 

6. Update the value of the old chromosome with the fitness value of the new chromosome. 

7. Stop the iteration if the best fitness value or maximum generation is met. If not, return to step 2. 

 

Classification 
At this stage, data classification is carried out using the ANFIS algorithm. The ANFIS architecture 

representation for this system is as shown in Figure 2.  

 
Figure 2. ANFIS Architecture 

 

1) Layer 1 

This layer is fuzzification layer. Every node in this layer is an adaptive node with a node function. 

The output of layer 1 given in equation (1). 

𝜇(𝐴)  =  
1

1+|
𝐴−𝑐

𝑎
|
2𝑏         (1) 

2) Layer 2 

This layer includes the nodes which represents the antecedent part of association rule. The output of 

each node is given in equation (2) and (3). 

𝑤1 = 𝜇𝐴1 × 𝜇𝐵1        (2) 

𝑤2 = 𝜇𝐴2 × 𝜇𝐵2        (3) 

  

3) Layer 3 
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Each neuron in this layer is a fixed neuron which is the result of the calculation of the ratio of the i-th 

firing power (wi) to the total number of combustion forces in the second layer. The output of the this 

layer is given in equation (4). 

�̅�𝑡 =
𝑤𝑖

𝑤1+𝑤2
 , 𝑖 = 1,2        (4) 

 

4) Layer 4 

This layer is in the form of neurons which are adaptive neurons to an output. The output of the this 

layer is given in equation (5). 

 

�̅�ifi = �̅�i(pix + qiy + ri)       (5) 

 

pi, qi, ri are the consequent parameters of the neuron. Least Square Estimation (LSE) is a method 

used to obtain consequent parameter in equation (6). 
. 

𝜃𝑘 = (𝐴𝑇𝐴)−1𝐴𝑇𝑍𝑡        (6) 

 

5) Layer 5 

This layer is a single neuron which is the result of the sum of all the outputs of the fourth layer. The 

output of the this layer is given in equation (7). 

∑ �̅�𝑖𝑓𝑖 =
∑ 𝑤𝑖𝑓𝑖𝑖

∑ 𝑤𝑖𝑖
𝑖         (7) 

 
Accuracy Calculation 

The last stage is calculating accuracy using a formula like the following. 

Accuracy = 
𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑎𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝑑𝑎𝑡𝑎

total data overall
 𝑥 100% 

 

RESULTS AND DISCUSSION 

This study uses a heart failure clinical record dataset which is a public dataset from the UCI Machine 

Learning Repository, where this dataset has 12 attributes with 1 class attribute, and 299 data samples. This 

research was conducted using the PHP programming language with the CodeIgniter framework. The result 

of this study is the accuracy of classification in diagnosing the survival rate of patients with heart failure. 

 

Result 

This research is divided into 2 test data. The first is testing the ANFIS classification algorithm. The second 

is testing the ANFIS classification algorithm, which has gone through the feature selection preprocessing 

process by the Genetic Algorithm. This testing process uses test data as much as 30% of the total data. The 

results of the accuracy value of the ANFIS classification algorithm test can be seen in Table 3. 

 

Table 3. Accuracy Value of ANFIS 

No Data Accuracy Value 

1 Training 83.732% 

2 Testing 94.444% 

 

The results of testing the test data using the ANFIS algorithm get an accuracy value of 94.444%. The second 

test is testing the ANFIS classification algorithm with Genetic Algorithm as feature selection. Genetic 

Algorithm parameters used are parameters that have been obtained from the parameter testing process. The 

results of the accuracy value of ten executions of the ANFIS-GA algorithm can be seen in Table 4. 
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Tabel 4. Accuracy Value of ANFIS-GA 
Number of 
Execution 

Feature Selected Fitness Value Accuracy 

1 
Age, creatinine phosphokinase, ejection fraction, platelets, serum 

sodium, sex, time 
52 

96.667% 

2 
Age, anemia, high blood pressure, platelets, serum sodium, 
smocking, time 

53 
93.333% 

3 
Age, creatinine phosphokinase, diabetes, high blood pressure, sex, 

smocking, time 
61 

92.222% 

4 
Age, anaemia, creatinine phosphokinase, diabetes, ejection fraction, 

high blood pressure, smocking, time 
59 

96.667% 

5 
Age, creatinine phosphokinase, diabetes, ejection fraction, platelets, 

serum creatinine, serum sodium, smocking, time 
61 

95.556% 

6 
Age, anaemia, creatinine phosphokinase, diabetes, high blood 
pressure, platelets, serum creatinine, sex, smocking 

60 
93.333% 

7 
Age, anaemia, creatinine phosphokinase, diabetes, ejection fraction, 

high blood pressure, platelets, serum creatinine, sex, time 
63 

95.556% 

8 
Anaemia, diabetes, ejection fraction, high blood pressure, serum 

sodium, sex, smocking, time 
58 

94.444% 

9 
Creatinine phosphokinase, diabetes, high blood pressure, platelets, 

serum creatinine, serum sodium, sex, smocking, time 
63 

93.333% 

10 
Age, anaemia, creatinine phosphokinase, ejection fraction, 
platelets, serum sodium, sex, smocking , time 

66 
96.667% 

 

The highest accuracy value from the implementation of ANFIS-GA can reach 96.667%, while the average 

accuracy value of the ten executions of the ANFIS-GA algorithm is 94.778%. 

 

Discussion 

This study applies the Genetic Algorithm in the attribute selection process to obtain optimal accuracy values 

in the data classification process of patients with heart failure using the ANFIS method. The dataset used 

in this study is the heart failure clinical records dataset obtained from the UCI Machine Learning 

Repository. This study aims to determine the workings and accuracy results obtained from the Genetic 

Algorithm and ANFIS methods in diagnosing survival in heart failure patients. The results of the accuracy 

of the ANFIS classification process with and without using the Genetic Algorithm are shown in Table 5. 

 

Tabel 5. Accuracy Value 

Method Accuracy 

ANFIS 94.444% 

ANFIS-GA 94.778% 

 

Based on the accuracy results from Table 5, we can see that there is an increase in accuracy of 0.334% in 

the average value of ten ANFIS classification executions after using the Genetic Algorithm. The percentage 

result produced by the ANFIS-AG method is greater than the previous study [16] which using 10 methods 

to predict the survival of heart failure patients using only 2 attributes, namely Serum Creatinine and Ejection 

Fraction. The study resulted in an accuracy value of 74% for the Random Forest method, 73.7% for 

Decision Tree, 73.8% for Gradient Boosting, 73% for Linear Regression, 72.9% for One Rule, 68% for 

ANN, 69, 6% for Naïve Bayes, 69% for SVM Radial, 68.4% for SVM Linear, and 62.4% for KNN. Another 

research [17] also conducted with the same dataset but using all attributes in the Random Forest method. 

This study resulted in an accuracy rate of 85.82% using the SMOTE technique and 94.31% using the 

resample sampling technique. 

 

The application of the Genetic Algorithm uses random numbers so that the selected attribute is different 

every time it is executed. However, the attributes that have an effect on increasing the accuracy value are 

serum sodium, smoking, time, ejection fraction, and high blood pressure.  
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CONCLUSION 
In this study, the application of the ANFIS algorithm was combined with the Genetic algorithm as a 

selection feature for the diagnosis of survival of heart failure patients in the heart failure clinical record 

dataset obtained from the UCI Machine Learning Repository. This study resulted in an accuracy value of 

94.444% on the application of the ANFIS algorithm without preprocessing. While the results of the 

application of the ANFIS algorithm with the feature selection preprocessing process using the Genetic 

Algorithm resulted in an average accuracy value of ten executions of 94.778%. In addition, the results of 

the application of ANFIS-GA were able to achieve the highest accuracy value of 96.667%. This proves that 

the Genetic Algorithm can improve the performance of the classification algorithm to produce better data 

quality and higher accuracy values.  
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