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Abstract 

 
At this time the delivery of goods to be familiar because the use of delivery of goods services 

greatly facilitate customers. PT Post Indonesia is one of the delivery of goods. On the delivery 

of goods, we often encounter the selection of goods which entered first into the transportation 

and  held from the delivery. At the time of the selection, there are Knapsack problems that 

require optimal selection of solutions. Knapsack is a place used as a means of storing or 

inserting an object. The purpose of this research is to know how to get optimal solution result in 

solving Integer Knapsack problem on freight transportation by using Dynamic Programming 

Algorithm and Greedy Algorithm at PT Post Indonesia Semarang. This also knowing the 

results of the implementation of Greedy Algorithm with Dynamic Programming Algorithm on 

Integer Knapsack problems on the selection of goods transport in PT Post Indonesia Semarang 

by applying on the mobile application. The results of this research are made from the results 

obtained by the Dynamic Programming Algorithm with total weight 5022 kg in 7 days. While 

the calculation result obtained by Greedy Algorithm, that is total weight of delivery equal to 

4496 kg in 7 days. It can be concluded that the calculation results obtained by Dynamic 

Programming Algorithm in 7 days has a total weight of 526 kg is greater when compared with 

Greedy Algorithm.  

 
Keywords: Integer Knapsack problem, Greedy Algorithm, Dynamic Programming 

Algorithm, freight transportation. 
 

1. INTRODUCTION 
Along with the development of technology, the completion of a problem that was 

originally done manually, now can be done systematically through the application. 

Problem solving process can be done by Algorithm on an application. Algorithms are 

an effective method of well-defined commands to compute a function. Starting from a 

start condition and initial input, the instructions describe a computation that when 

executed or processed through a limited number of sequence conditions can be well 

defined and produce output [1]. At this time the delivery of goods become familiar 

things because the business is now a lot of transact on the internet. People will get 

easier to shop even seller and buyer do not meet in person. That is why freight 

forwarding services are increasingly needed. Business opportunities and prospects for 

freight forwarding services are still very good and growing [2]. PT. Pos Indonesia is 

one of the companies engaged in the delivery of goods and letters in Indonesia [3]. On 

the delivery of goods, we often encounter the selection of goods to be entered into the 
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transportation first and who held the delivery. At the time of selection there are 

Knapsack problems that require optimal selection of solutions. From several previous 

studies, knapsack problems can be solved using the Greedy Algorithm or the 

Dynamic Programming Algorithm [4,6,15]. 

 

Knapsack problem is a problem that we often find in everyday life [5]. Knapsack is a 

place used as a means of storing or loading an object. The place can only store objects 

with a limited total size provision of the Knapsack capacity. Each object does not 

have to be entered as a whole but can be only part of the object. Many stages are 

needed to get the problem solved [6]. The knapsack problem is a linear programming 

problem that has only one constraint [7]. Knapsack is a matter of combinatorial 

optimization in which we must seek the best solution of the many possibilities 

produced [8]. The resulting solution is Every object has a certain weight and gain 

certain advantages. Knapsack can be filled with maximum weight [9]. The purpose of 

the Knapsack problem is to obtain maximum benefit from the selection of goods 

without exceeding the capacity of the storage medium [10]. 

 

To solve the Knapsack Integer problem in Greedy Algorithm, n input data are done 

gradually. The first is select the possible solutions which are possible, from the set of 

possible solutions for optimal solutions [11]. At each step in the Greedy Algorithm, 

the most optimal decision is made for the step regardless of the consequences of the 

next step [12]. The Greedy algorithm solves the problem by making the best choice at 

any given moment [13]. 

 

In the Dynamic Programming Algorithm, the problem solving Integer Knapsack is 

mathematically designed to improve the efficiency level by splitting it into smaller 

parts of the problem, making it simpler in calculations. To complete the proposed 

mathematical programming Model Dynamic Programming approach can be used 

Dynamic Programming is a powerful approach through which a global optimal 

solution can be obtained in the case of discrete solution space [14]. There are several 

variables that are considered one of them is the type of goods transported into the 

transporter or transportation media [15]. 

 

Based on the above description, the purpose of this research is to implement the 

Dynamic Programming Algorithm and Greedy Algorithm on Knapsack Integer 

Problems in Freight Transportation to obtain the most optimal transporting solution. 
 
2. METHODS 

The methods applied in this research are dynamic programming algorithm and greedy 

algorithm. 

 

2.1. Dynamic Programming Algorithm 
Dynamic Programming is a problem-solving method by outlining the solution into a 

set of steps or steps so that the solution of the problem can be viewed from a series of 

interconnected decisions [16].  

 

The first step in the Dynamic Programming Algorithm stage determines the structure 
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of the problem. From the known problem n goods. The maximum transport capacity 

of 750 kg is denoted as M. Wi is denoted as the weight of item i, and Pi is denoted as 

the postage of goods i. Formulated as Mn,Wi  M , i  n, with limits ∑   
 
        . 

The optimum total profit is affected by the postage denoted as      ∑   
 
     . To 

obtain the optimum total profit is calculated by forward recursive procedure. 

The next step is to determine the recursive equation to maximize the optimal profit. 

From the equation Z can be written with a recursive equation to look for all possible 

haulage of goods. The value of the optimal transport solution is entered into z(i, j), so 

it can be written the recursive equation fk(y) = max { fk-1(y),pk + fk-1 (y – wk) } , k 

= 1,2,.. ,n. 

The pseudecode Dynamic Programming Algorithm is shown on Figure 1. 

 
Input: 

 ongkoskirim (v[]) 

 Berat barang (w[]) 

 Jumlah item barang (n) 

 Kapasitas Knapsack (W) 

for j from 0 to W do 

    m[0, j] := 0 

end for  

for i from 1 to n do 

      for j from 0 to W do 

  if w[i] <= j then 

  m[i, j] := max(m[i-1, j], m[i-1, j w[i]] + v[i]) 

  else 

         m[i, j] := m[i-1, j] 

  end if 

 end for 

end for 

Figure 1. Pseudecode Dynamic Programming Algorithm 

 

Then calculate the value of the optimal solution, the calculation procedure used is 

forward recursive procedure. The calculation starts from finding the profit value for 

the first item to the last item of the total goods. The result of data calculation using 

Dynamic Programming Algorithm shown in Table 1. 

Tabel 1. The Calculation Results Using Dynamic Programming Algorithm 

Date  
Total 

Weight 
Total Shipping Cost 

Amount of 

Data 

1st july 2017 772 kg   Rp. 25.495.500 31 data 

2nd juli 2017 581 kg   Rp. 6.857.000 10 data 

3rd juli 2017 750 kg   Rp. 35.730.500 35 data 

4th juli 2017 750 kg   Rp. 40.233.000 39 data 
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5th juli 2017 744 kg   Rp. 31.698.000 34 data 

6th juli 2017 725 kg   Rp. 37.829.000 32 data 

7th juli 2017 750 kg   Rp. 32.292.500 25 data 

8th juli 2017 719 kg   Rp. 11.457.500 15 data 

9th juli 2017 723 kg Rp. 7.297.000 2 data 

10th juli 2017 516 kg Rp. 4.881.000 2 data 

11th juli 2017 278 kg Rp. 2.000.000 1 data 

 

Based on the calculation results in Table 1 it is found that the Dynamic Programming 

Algorithm of the remaining shipment requires 4 times of transport, That is, 8.9,10 and 

11 July 2017. 

 

2.2. Greedy Algorithm 
The first step in the Greedy Algorithm phase is to sort the data. Greedy used in this 

study is Greedy by density data sorted by density (bulk sharing divided weight), then 

taken one by one object that can be accommodated by the storage until the place 

where the storage is full or no more objects are inserted into the storage . The result of 

data calculation using Greedy Algorithm shown in Table 2. 

 

Table 2. The Calculation Results Using Greedy Algorithm 

Date  
Total 

Weight 

Total Shipping 

Cost 

Amount of 

Data 

1st july 2017 722 kg   Rp. 25.495.500 31 data 

2nd july 2017 581 kg   Rp. 6.857.000 10 data 

3rd july 2017 560 kg   Rp. 30.270.500 37 data 

4th july 2017 659 kg   Rp. 34.609.000 34 data 

5th july 2017 706 kg   Rp. 32.937.000 32 data 

6th july 2017 570 kg   Rp. 30.562.000 28 data 

7th july 2017 698 kg   Rp. 36.651.500 30 data 

8th july 2017 672 kg   Rp. 14.456.000 5 data 

9th july 2017 724 kg   Rp. 8.781.000 10 data 

10th july 2017 706 kg   Rp. 8.526.000 4 data 

11th july 2017 660 kg   Rp. 6.625.000 5 data 

 
Based on calculations in Table 2 it is found that the Greedy Algorithm of the 

remaining shipment requires 4 times of transport, That is, 8.9,10 and 11 July 

2017.The Greedy Algorithm is an Algorithm to solve problems gradually [6]. The 

completion stage are:  

1. Take the best options that can be obtained at that moment regardless of the 

consequences of the future.  

2. Hope that by choosing the local optimum at each step will end up with global 

optimum. 
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The pseudecode Greedy Algorithm is shown on Figure 2. 
Input: 

p(1:n), w(1:n), x(1:n), m, isi,n 

x(1:n) = 0 

isi = m 

for i = 1 to n do 

 if w(i) > isi then  

  Exit 

  endif 

 x(i) = 1 

 isi = isi – w(i) 

repeat 

 if i ≤ n then 

   x(i) = isi/w(i)  

 endif 
Figure 2. Pseudecode Greedy Algorithm 

 

2.3. Process Design 
The Steps of Making The System: 

1. The data collection stage 

The data collection stage is the step done to get the data related and needed in the 

research [17].  

2. Literature Studies 

This stage is the stage through the literature relevant to the research. This phase is 

carried out to obtain  the  relevant  information related to the research [18]. At this 

stage also collected materials, information, explanations, and theory in the book 

and consultation with experts or interviewees and references from articles, 

journals, and other scientific papers relevant and related to the object of research, 

and methods used in research [19]. 

3. Field Studies 

This stage is the search data in the field. this stage is done to understand, study, 

and obtain information. This method of observation is useful for researchers to 

collect data in various ways [20]. 

4. Implementation 

This stage is the process of building a system based on the results of analysis and 

system design that has been done before. Once the system is built, the data 

obtained on the collection of data is processed on a system that has been built [21]. 

5. Testing 

This stage is a testing process conducted by using data and implementation results. 

 

2.4. System Development 
The design of this system using waterfall model. Waterfall is an approach method 

based on the assumption that major decisions must be made before encoding Begins 

[22]. Waterfall is a software development methodology that proposes a systematic 

and sequential software approach, starting at the system advance level, all of the 
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analysis, design, code, testing and maintenance [23].This model  is  named  

“Waterfall”  because  its diagrammatic representation looks like a cascade (flow) of 

Waterfall. This is also known as classical lifecycle model [24]. This model is often 

used by systems analysts in general [25]. There are four stages in the waterfall model. 

The stages are, requirement analysis, design, implementation and testing [26]. 

1. The  requirement  analysis  stage  is  defining  the  entire  software  format, 

identifying all the needs, and outlines of the created system [27]. This stage 

intends to identify and evaluate the problems and needs required, this stage 

includes the analysis of hardware requirements, software requirements analysis, 

user requirements analysis and requirements analysis process [28]. 

2. The design stage is to design applications including interface design, and database 

structure design [29]. The design stage is the process of translation systems in 

accordance algorithm used [30]. 

3. The implementation stage is designing software which realized as a series of 

program or program unit [31]. 

4. The testing stage is to test whether the system is ready and feasible to use. The 

tester can define the set of input conditions and perform testing on functional 

specifications of the program [32]. To check the success of the system, performed 

the testing stage. This stage is to test the errors that exist in making the program 

[33]. Verification is a software evaluation Process to Determine wether a product  

of given development phase statisfy the conditions imposed at the begining of that 

stage [34]. 

 

3. RESULTS AND DISCUSSION 

3.1. Data Collecting 
In this research, the data used are the record of goods delivery in PT POS Indonesia in 

Semarang. Data obtained from PT POS Indonesia in Semarang as much as 226 data in 

a week in July. The following table presents data on the delivery records of goods 

from 1 to 7 July 2017.  

 

Table 3. Data Record of Goods Delivery 1 – 7 July 2017 

Date Total 

Weight 

Total Shipping 

Cost 

Amount of 

Data 

1st july 2017 802 kg   Rp. 26.581.500 32 data 

2nd july 2017 501 kg   Rp. 5.771.000 9 data 

3rd july 2017 1057 kg   Rp. 42.397.500 43 data 

4th july 2017 739 kg   Rp. 39.318.000 36 data 

5th july 2017 1764 kg   Rp. 46.103.000 38 data 

6th july 2017 1329 kg   Rp. 44.748.500 33 data 

7th july 2017 616 kg   Rp. 30.851.500 35 data 

 
In Knapsack problem, there are problem in the storage. Where it can only store 

objects with a limited total size provision of the Knapsack capacity. The situation can 

be described as a state of overload. In this research record data delivery of goods in 

PT POS Indonesia Semarang there Knapsack problems. Because if known Maximum 

transportation capacity of 750 kg while the total weight of delivery on 1,3, and July 6, 

2017 exceeds the maximum transportation capacity. So in the data there are Knapsack 
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problems . as long as there is a state of overload that can be in search for the optimal 

solution using Greedy Algorithm or Dynamic Programming Algorithm.  

 

3.2. Data Calculating 
In the application of Greedy Algorithm, using data from July 1, 2017 until July 7, 

2017. Obtained total weight remaining shipment of 2762 kg. While the application of 

Dynamic Programming Algorithm obtained the total weight of the remaining 

shipments of 2236 kg. Comparison of retrieval solutions from both algorithms shown 

in Table 4. 

 

Tabel 4. Comparison of Goods Selection Solutions from Both Algorithms. 

     Date Total Calculation Results 

 Algorithm Weight Shipping Cost 

1st july 2017 
Greedy 722 kg Rp. 25.495.500 

Dynamic Programming 722 kg Rp. 25.495.500 

2nd july 2017 
Greedy 581 kg Rp. 6.857.000 

Dynamic Programming 581 kg Rp. 6.857.000 

3rd july 2017 
Greedy 560 kg Rp. 30.270.500 

Dynamic Programming 750 kg Rp. 35.730.500 

4th july 2017 
Greedy 659 kg Rp. 34.609.000 

Dynamic Programming 750 kg Rp. 40.233.000 

5th july 2017 
Greedy 706 kg Rp. 32.937.000 

Dynamic Programming 744 kg Rp. 31.698.000 

6th july 2017 
Greedy 570 kg Rp. 30.562.000 

Dynamic Programming 725 kg Rp. 37.829.000 

7th july 2017 
Greedy 698 kg Rp. 36.651.500 

Dynamic Programming 750 kg Rp. 32.292.500 

8th july 2017 
Greedy 672 kg Rp. 14.456.000 

Dynamic Programming 719 kg Rp. 11.457.500 

9th july 2017 
Greedy 724 kg Rp. 8.781.000 

Dynamic Programming 723 kg Rp. 7.297.000 

10th july 2017 
Greedy 706 kg Rp. 8.526.000 

Dynamic Programming 516 kg Rp. 4.881.000 

11th july 2017 
Greedy 660 kg Rp. 6.625.000 

Dynamic Programming 278 kg Rp. 2.000.000 

 

Based on the results of the calculation by two algorithms, it can be seen that the 

solution of making goods using Dynamic Programming Algorithm is better when 

compared with Greedy Algorithm or choose randomly without Algoritma. This can be 

seen from the calculation result obtained by Dynamic Programming Algorithm, that is 

total weight of 5022 kg in 7 days. While the calculation result obtained by Greedy 

Algorithm, that is total weight of delivery equal to 4496 kg in 7 days. 

 

4. CONCLUSION 
The solution of goods using Dynamic Programming Algorithm is better when 

compared with Greedy algorithm or choose randomly without Algorithm. This can be 

seen from the calculation result obtained by Dynamic Programming Algorithm, that is 

total weight of 5022 kg in 7 days. While the calculation result obtained by Greedy 

Algorithm, that is total weight of delivery equal to 4496 kg in 7 days. the retrieval 
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solution using the Dynamic Programming Algorithm in 7 days has a total shipping 

weight of 526 kg larger when compared to the Greedy Algorithm. 
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