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Abstract.  

Purpose: The naive bayes algorithm is one of the most popular machine learning algorithms, because it is simple, has 

high computational efficiency and has good accuracy. The naive bayes method assumes each attribute contributes to 

determining the classification result that may exist between attributes, this can interfere with the classification 

performance of naive bayes. The naïve bayes algorithm is sensitive to many features so this can reduce the performance 

of naïve bayes. Efforts to improve the performance of the naïve bayes algorithm by using a hybrid top-k feature 

selection method that aims to handle high-dimensional data using the naïve bayes algorithm to produce better accuracy. 

Methods: This research proposes a hybrid top-k feature selection method with stages 1 Prepare the dataset, 2. Replace 

the missing value with the average value of each attribute, 3. Calculate the weight of the attribute value using the weight 

information gain method, 4. Determine the best k value by using the top-k weight relation with k =2 to 20 (according 

to the number of attributes), 5. Select attributes using the top-k feature selection method, 6. Backward Elimination with 

the naïve bayes algorithm, 7. Datasets that have been selected new attributes, then validated using 10 fold-cross 

validation where the data is divided into training data and testing data, 8. Calculate the accuracy value based on the 

confusion matrix table. 

Result: Based on the experimental results of performance and performance comparison of several methods that have 

been presented (Naïve Bayes, deep feature weighting naïve bayes, top-k feature selection, and hybrid top-k feature 

selection). The experimental results in this study show that from 5 datasets from UCI Repository that have been tested, 

the accuracy value of the hybrid top-k feature selection method increases from the previous method. The accuracy 

comparison results show that the proposed hybrid top-k feature selection method is ranked as the best method. 

Novelty: Thus, the Hybrid top-k feature selection method can be used to handle dimensional data in the Naïve Bayes 

algorithm. 
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INTRODUCTION 
In agencies (companies), data in the form of text, sound, images and videos will increase over time, 

including applications in the field of medicine [1]. If the data is not utilized properly, it will become useless, 

because it needs more storage space. So that the data can be utilized again properly, it needs to be processed. 

The method of turning data into information is called data mining [2]. Data mining is the process of 

analyzing data from different perspectives and breaking it down/extracting it into useful information [3], 

[4]. The bigger and more data there is, the more data needs to be analyzed. Specialized techniques in 

Machine Learning are required for feature selection techniques where the data is complex, large in size, 

and prone to noise [5]. The problem is that most of the features from such a large data set are irrelevant or 

redundant, which usually affects the performance of Machine Learning [4]. To mitigate this, an effective 

way is to reduce the dimension of the feature space using feature selection techniques [4], [6]–[9]. 

 

Naive bayes algorithm is an algorithm used to solve classification problems based on the probability method 

[10]–[14]. Naive Bayes algorithm is a popular Machine Learning method used for classification algorithms 

because it works well, is efficient, and is simple. As one of the classification algorithms, Naive Bayes 

algorithm is good to use because it is efficient, simple and very sensitive to feature selection [15]. In this 
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case, Naive Bayes shows good accuracy when the classification is considered balanced [16]. In [17] 

conducted a comparison of Naive Bayes, Neural Network, Decision Tree, Logistic Regression, and C4.5 

algorithms. The results showed that the two best methods for solving classification problems were Naive 

Bayes and Logistic Regression. In research [18]conducted a comparison of the Naive Bayes and k-NN 

algorithms. The results showed that the accuracy of Naive Bayes was superior to k-NN. Naïve Bayes 

algorithm is included in the top 10 best algorithms, especially classification algorithms, so it was chosen in 

this study [19]. 

 

The Naïve Bayes algorithm has the disadvantage that it is very sensitive to many features resulting in low 

accuracy [15]. In order to increase the efficiency of the Naive Bayes algorithm on high-dimensional data 

using several methods, one of the methods used is feature selection [20]–[23]. The feature selection method 

uses three techniques, namely wrapper, filter and hybrid techniques [24]. Filter technology is used to build 

relationships between attributes based on the attributes inherent in the data. The wrapper technique selects 

features based on classification performance values. The hybrid technique is a combination of filter and 

wrapper techniques. In this research, the Weighted Information Gain method is used. The weighted 

information gain method is included in the filter technique. Determine the best k value by using the top-k 

weight relation with k =2 to 20 (according to the number of attributes). And the backward elimination 

method is included in the wrapper technique.  

 

This research proposes high-dimensional data to calculate the weight value of each feature using weighted 

information gain. After calculating the weight value, attribute selection is then carried out using the top-k 

feature selection method. Then processed using backward elimination where the classification algorithm 

used in this research is the Naive Bayes algorithm to get the best accuracy. This research can be used as 

material for consideration and decision making in fields related to the weight information gain method, top-

k feature selection, backward elimination and the naive bayes algorithm. 

 

METHODS 

The research methodology used in this study uses the experimental method. The experimental research 

method is a trial that is controlled by the researcher himself to investigate causal relationships (cause-and-

effect relationships). The research steps include: 1. Problem analysis and literature review. This research 

begins by collecting technical papers and survey papers on the topic of high-dimensional data on the Naïve 

Bayes algorithm. 2. Dataset collection, the datasets used in this research are public UCI machine learning 

repository datasets, namely breast cancer, hepatitis, ionosphere, iris, and zoo datasets. 3. Data processing, 

in this study, datasets containing missing values (breast cancer and hepatitis datasets) are replaced with the 

average value of each attribute. 4. Proposed method, at this stage the breast cancer, hepatitis, ionosphere, 

iris, and zoo datasets are first selected for high-dimensional attributes. In the initial stage to determine the 

attributes that will be used in the calculation of the classification algorithm, namely the weight information 

gain method. Attributes are selected using the top-k method, and backward elimination in the Naïve Bayes 

classification method. 5. Stages of the experiment, determine the best k value by using the top-k weight 

relation with k =2 to 20 (according to the number of attributes). 6. Evaluation of results, after experimenting 

with all datasets with the proposed method, it produces accuracy values which are then evaluated and 

validated. From these results, conclusions can be drawn from this experimental research. 

 

Problem Analysis and Literature Review 

This research begins by collecting journal surveys, and technical papers related to the proposed method 

then knowing the state-of-the-art methods of research on the topic of high-dimensional data on the Naïve 

Bayes algorithm. This research uses datasets with high-dimensional data. The weakness of the Naive Bayes 

algorithm is that it is very sensitive to too many features, resulting in low accuracy. In this research, the 

dataset contains high-dimensional data and the weight value for each feature will be calculated using the 

weight information gain method. After the weight value is calculated, feature selection is performed and 

the features are selected using the top-k method. The classification algorithm used is Naive Bayes which 

gives the best accuracy value. 

 

Data Collection 

The dataset used in this research is a public dataset obtained from the UCI Repository which can be 

downloaded on the page https://archive.ics.uci.edu/ml/index.php. The following is a list of datasets used in 

this study that refers to previous research 1. breast cancer (286 records and 10 attributes), 2. hepatitis (155 

https://archive.ics.uci.edu/ml/index.php
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records and 20 attributes), 3. ionosphere (351 records and 35 attributes), 4. iris (150 records and 5 

attributes), and 5. zoo (101 records and 18 attributes). 

 

Data Processing 

The dataset used in this research is a dataset obtained from the UCI repository. In this study, there are 

datasets with missing values, datasets that have missing values will be replaced with the average value of 

each attribute [2].  

 

The Proposed Method 

At this stage, the proposed method in this study is explained, 1. Prepare the dataset, 2. Replace the missing 

value with the average value of each attribute, 3. Calculate the weight of the attribute value using the weight 

information gain method, 4. Select attributes using the top-k feature selection method, 5. Backward 

Elimination with the naïve bayes algorithm, 6. Datasets that have been selected for new attributes, then 

validated using 10 fold-cross validation where the data is divided into training data and testing data, 7. 

Calculate the accuracy value based on the confusion matrix table. The stages of the proposed method can 

be seen in Figure 1. 

 

 

 
Figure 1. Stages of the proposed method 

 

Stages of the experiment 

Experiments were conducted using computers and supporting applications such as Microsoft Excel 365 and 

RapidMiner Studio 10.0.000. Several algorithms were used in this study as a comparison of the WIG and 

Backward Elimination methods, Naïve Bayes, Deep Feature Weighting Naive Bayes (DFWNB) [23], and  

Top-k Feature Selection Naïve Bayes to determine the best k value by using the top-k weight relation with 

k =2 to 20 (according to the number of attributes) [25]. 
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Evaluation 

At this stage, an evaluation of the research results is carried out. Evaluation is a measuring tool that can be 

used to evaluate or measure how good the proposed method is and whether the proposed method makes a 

significant difference in results. Evaluation or verification of research results is carried out by calculating 

the performance of the Naive Bayes classification algorithm using a confusion matrix. Confusion matrix is 

a table containing a two-dimensional matrix with one dimension showing the predicted value of the 

classification and the other dimension showing the true value of the classification [26].  

 

Naïve Bayes 

The Naïve Bayes algorithm is a popular machine learning technique for text classification, as it performs 

well, is efficient and very simple. As a classifier, Naïve Bayes is very efficient and simple and is very 

sensitive to feature selection [15]. The Naïve Bayes algorithm is a classification algorithm that uses 

probability and statistical methods. This algorithm was proposed by the English scientist Reverend Thomas 

Bayes. This algorithm predicts future opportunities based on previous experience, hence it is known as 

Bayes' Theorem. The theorem is combined with Naïve [27]. The use of Naïve Bayes algorithm has been 

introduced for a very long time, namely since 1702 - 1761. In Naïve Bayes algorithm, the presence or 

absence of certain characteristics of a class is not related to the characteristics of other classes. The Naïve 

Bayes algorithm is a classification algorithm that is simple, effective, fast, has a high level of accuracy and 

is the most widely used algorithm in the classification process compared to other classification algorithms.  

The Naïve Bayes algorithm is a popular machine learning technique for text classification, as it is simple, 

efficient and performs well in many domains. Naïve Bayes algorithm is widely used for text classification 

in machine learning which is based on probability features [28].  

 

The steps of the Naïve Bayes method are as follows: 

1. Prepare the dataset,  

2. Count the number of classes in the dataset,  

3. Calculate the amount of data that is the same as the same class, 

4. Calculate by multiplying all the result values with the data for which the class is sought,  

5. Calculate the classification result of Naïve Bayes algorithm using confusion matrix. 

 

Weight Information Gain  

The most popular way to weight each variable in an evaluation attribute is to use weight information gain 

[29]. In order to calculate information gain, we must first comprehend the concept of entropy. Entropy is a 

parameter that is frequently used in the field of information theory to assess the heterogeneity of a data 

sample set. If the data sample set is more heterogeneous, then the entropy value is greater [30]. Entropy is 

formulated in mathematics using Equations (1) and (2). 

 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 =  ∑ −𝐶
𝑖  𝑝𝑖  𝑙𝑜𝑔2 𝑝𝑖                       (1) 

 

𝐺𝑎𝑖𝑛(𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) −  ∑
|𝑆𝑣|

|𝑆|𝑣𝜖𝑉𝑎𝑙𝑢𝑒(𝐴)  𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑣)                   (2) 

 

Where C is the target attribute's number of values (number of classes). The number of samples for class i 

is represented by Pi. After collecting the entropy values for the data sample set, we can assess the 

effectiveness of the attributes.  Information advantage is the name given to this efficiency metric. 

Mathematically, equations represent the acquisition of information from attribute A. 

 

Where A is an attribute, V represents a potential value for A, and Value(A) represents the set of possible 

values for A. |Sv| is how many samples there are for value v. |S| represents the total amount of data, while 

Entropy (Sv) represents the entropy for samples with value v. 

 

Backward Elimination 

Backward Elimination is one of several computer-based repeated variable selection procedures. It starts 

with a model containing all independent variables of interest. Then, at each step, the variable with the 

smallest F-statistic is removed (if the F is not higher than the selected cutoff level). Here, it is usual to start 
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with the variable that has the lowest t-stat value. If the new model is better than the baseline, it becomes 

the new baseline and the search continues to remove the variable with the lowest t-stat value until some 

stopping criteria are met [31]. 

 

Rapidminer 

RapidMiner is the most popular open source software that supports the design and documentation of the 

entire data mining process. Rapid Miner is widely used for data mining, machine learning, test mining and 

predictive analytics. The advantage and flexibility of RapidMiner are that it provides data mining and 

machine learning procedures including: ELT (extraction, transformation, loading), data preprocessing, 

visualization, modeling and evaluation. The data mining process is composed of nestable operators, 

described with XML (Extensible Mark-up Language), and created with a GUI (Graphical User Interface) 

that is easy for all to use[30]. 

 

Deep Feature Weighting Naïve Bayes (DFWNB) 

In 2016 Jiang, Li proposed the Deep Feature Weight For Naïve Bayes (DFWNB) method. Where the 

DFWNB method is used to improve the accuracy of the Naïve Bayes algorithm by reducing high-

dimensional data. The study used 36 datasets from the UCI repository, and used 10-fold cross validation as 

a validation method. The steps of the Deep Feature Weight For Naïve Bayes (DFWNB) method are as 

follows: 1. Prepare the dataset, 2. Use Correlation-based Feature Selection (CFS) to select features, 3. For 

each selected feature or attribute is given a weight value of w = 2, otherwise set the weight to w = 1, 4. 

Enter the weight value (w) obtained in the Naive Bayes algorithm using the weighted Naive Bayes formula, 

5. Calculate the classification results of the Naive Bayes algorithm using Confusion Matrix and then 

measure the evaluation results [21]. 

 

Top-k Feature Selection 

In 2020 Wibowo and Henny proposed the top-k feature selection method to determine the accuracy of 

whether a patient is detected with hepatitis disease or not. In this study using feature selection in data 

processing, and proposing a top-k feature selection method. The study used the hepatitis dataset from the 

UCI Repository, and used 10-fold cross validation as a validation method. The steps of the top-k feature 

selection method are as follows: 1. Prepare the dataset, 2. Calculate attribute weights using the weight 

information gain method, 3. Attribute selection using the top-k method, 4. Dataset after selecting new 

attributes, 5. Classification using the Naïve Bayes algorithm, 6. Calculate the accuracy value based on the 

confusion matrix table [23]. 

 

RESULT AND DISCUSSION 

Experiments were conducted by testing 5 UCI repository datasets (breast cancer, hepatitis, ionosphere, iris, 

and zoo). The tested methods are naïve bayes classification method, naïve bayes algorithm attribute 

experiment based on deep feature weighting, naïve bayes algorithm attribute experiment based on top-k 

feature selection, and naïve bayes algorithm attribute experiment based on hybrid top-k feature selection. 

The experimental results of the method can be seen in Table 1 for the naïve bayes method, and the naïve 

bayes algorithm experiment based on deep feature weighting, Table 2 for the naïve bayes algorithm 

experiment method top-k feature selection, and in Table 3 can be seen a recap of the experimental results 

of the hybrid naïve bayes algorithm top-k feature selection. 

 

Table 1. Accuracy results of naive bayes and deep feature weighting naive bayes (DFWNB) 

Dataset 
Number of 

attributes 

Accuracy Naïve 

Bayes 

Accuracy Deep Feature Weight Naïve Bayes 

(DFWNB) 

breast_cancer 286 72.73% 71.68% 

hepatitis 155 83.87% 85.16% 
ionosphere 351 89.46% 91.20% 

iris 150 95.33% 94.47% 

zoo 101 95.05% 91.30% 

 

Table 2. Accuracy result of top-k feature selection 
Dataset Number of attributes (Top-k) Accuracy Top-k Feature Selection 

breast_cancer k=5 73.77% 

hepatitis k=11 85.81% 

ionosphere k=18 92.88% 
iris k=3 96.67% 

zoo k=9 97.03% 
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Table 3. Accuracy result of hybrid top-k feature selection 
Dataset Number of attributes (Top-k) Accuracy Hybrid top-k feature selection  

breast_cancer k=9 75.17% 

hepatitis k=17 89.03% 

ionosphere k=18 93.73% 
iris k=4 96.67% 

zoo k=13 99.01% 

 

Based on the experimental results of performance and performance comparison of several methods that 

have been presented (Naive Bayes, Deep Feature Weighting Naive Bayes (DFWNB), top-k feature 

selection, hybrid top-k feature selection) used in this study, it can be explained that the naïve bayes 

algorithm used to solve classification problems based on probability methods is very influential on high-

dimensional data. From the accuracy comparison results in Figure 2, it can be seen that the proposed method 

is ranked the first best method. 

 

 
Figure 2. Comparison results of accuracy of each experiment method 

 

CONCLUSION 

A method is proposed to improve the performance of the Naïve Bayes algorithm, namely attribute 

weighting using the weight information gain method. After calculating the weight value, attribute selection 

is carried out, attributes are selected using the top-k method. Then processed again with the backward 

elimination method. The proposed method is then compared with previous related research, namely Naïve 

Bayes, Deep Feature Weighting Naïve Bayes (DFWNB) and top-k feature selection. The experimental 

results in this study show that from 5 datasets from UCI Repository that have been tested, the accuracy 

value increases from the previous method. This research has contributed, namely attribute weighting, the 

attribute selected is the attribute with the best weight value so that it can overcome high-dimensional data, 

namely data that has many attributes and each attribute is irrelevant. 
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