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Abstract.  

Purpose: Diabetes has received a great deal of attention in medical research because of its profound effect on human 

health. Many factors cause this disease in the human body. Can be from food or drink that is often consumed by the 

human body. Diabetes cannot be cured and can only be controlled. 

Methods: In this study, using 2 data mining techniques namely Support Vector Machine and K-Nearest Neighbor were 

applied to predict diabetes. In this study, 768 diabetes data were used as trial data, consisting of training data that had 

been pre-processed data and 400 data cleaning data, 278 data testing data, and 50 diabetes data samples used as samples 

in the calculation. 

Result: The performance of each algorithm is analyzed differently, the results of each best algorithm will be analyzed 

to determine which algorithm can provide better results for predicting diabetes. The results obtained in this study get a 

value of 0 where the predicted value of the target class for new data is the negative class (Suffer). 

Novelty: This study compares the SVM and K-NN methods for diabetes classification. So, successfully implemented 

for data on the classification target 
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INTRODUCTION 
Diabetes is a chronic disease caused by a lack of insulin production (a hormone produced by the pancreas 

to regulate glucose levels) in the human body [1], [2]. Glucose is the main source of energy for body cells. 

Lack of insulin secretion causes blood glucose levels to increase and exceed the normal limit that should 

be in the blood, resulting in a buildup of glucose. Glucose that accumulates in the blood because it is not 

properly absorbed by body cells can cause various organ disorders [3]–[5]. Diabetes is a disease that cannot 

be taken lightly and needs to be treated quickly. If diabetes is not controlled properly, it can cause various 

complications that endanger the lives of sufferers. 

 

Diabetes Mellitus is a multifactorial disease, characterized by chronic hyperglycemia syndrome and 

disturbances of carbohydrate, fat and protein metabolism caused by insufficiency of insulin secretion or 

endogenous insulin activity or both. Uncontrolled hyperglycemia can also cause many complications such 

as neuropathy, stroke and peripheral vascular disease. The classic symptoms of Diabetes Mellitus are 

polyuria (urinating a lot), [3], [6] polydipsia (drinking a lot) and polyphagia (eating a lot). These symptoms 

may occur, especially in children (months or weeks), but they may be indistinguishable or completely 

absent, in addition to growing much more slowly, there may also be weight loss/load (other than a normal 

or heavier diet) and fatigue that can no longer be minimized. These symptoms can also turn into diabetes 

in patients who are not well-controlled. 

 

In general, the incidence of Diabetes Mellitus is influenced by a lack of exercise or activity. Physical activity 

has a strong influence on energy balance and can be said to be the main modifiable factor through which 

many external forces that trigger weight gain work. Physical exercise in people with diabetes mellitus has 

a very important role in controlling blood sugar levels, when doing physical exercise there is an increase in 
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the use of glucose by active muscles so it directly causes a decrease in blood glucose. Most of the causes 

of diabetes are the increasing number of people who are overweight or obese [7]. 

 

K-Nearest Neighbour (KNN) algorithm is a simple data classification algorithm that uses the shortest 

distance computation to categorize a new instance based on a similarity metric. The KNN algorithm is a 

supervised algorithm, which means that it is formed by a learning process on previously classified records, 

and the results of this learning are used to categorize new records with unknown output [8]. The K-Nearest 

Neighbour algorithm is a previously classified classification method that classifies the results of a new 

query instance based on the majority of the proximity of the existing categories [9]–[11]. The SVM (Support 

Vector Machine) technique is a supervised learning approach for determining the optimum hyperplane by 

maximizing the distance between classes. Since its inception in 1995, the Support Vector Machine (SVM) 

method has been widely employed as a classification tool. Data is frequently separated into training and 

test sets during the categorization process. Each instance has one goal value and various attributes in the 

training data set. SVM's purpose is to create a model based on training data that can predict the target value 

of the provided test data based only on its properties [7], [12]–[16]. 

 

Research conducted by [14] regarding the classification of underdeveloped districts using a Support Vector 

Machine yielded that districts in KTI could be classified correctly at 87.23%. Based on the ROC curve, an 

AUC value of 0.862 is obtained, which means the model performance is good. Research conducted by [17] 

also uses the K-Nearst Neighbor method and SupportVector Machine for data classification of prospective 

blood donors, which gives results in the form of the accuracy of 90% greater than the K-Nearest Neighbor 

Algorithm, which only has an accuracy of 76%. With a data ratio of 60:40 with a total dataset of 200 data 

[18]–[20]. Research conducted by [21] for classifying households receiving electricity subsidies in 

Gorontalo province also uses the K-Nearest Neighbor and Support Vector Machine, resulting in the KNN 

method having better accuracy in carrying out classification, namely 98.07%  [22]–[26]. Overall, there is a 

significant difference between KNN and SVM classification, where KNN performance is much better than 

SVM in classifying [27]–[30]. Based on several journal sources explaining the advantages and 

disadvantages of the KNN and SVM algorithms for their accuracy in predicting the results of a study, the 

researchers tried to carry out a comparative analysis of the performance of KNN and SVM.  

 

To overcome this problem, this study tested two algorithm methods: the KNN algorithm (K-Nearest 

Neighbors) and SVM (Support Vector Machine). The two methods will be examined to determine which 

is most accurately used to predict diabetes, which often occurs in every human being. With the prediction 

of determining diabetes, it is hoped that it can simplify and add value to knowledge in determining diabetes, 

making it easier for a doctor or medical staff to classify diabetes based on data generated from existing 

processes. 

 

METHODS 

Data Collection  
The data collection process is a very important component in research. To avoid errors in the analysis 

process, it requires a careful and correct data collection process, besides that the results and conclusions 

obtained are also ambiguous if the data collection is carried out incorrectly. In this sub-chapter, we will 

discuss the concept of collecting data sets that are carried out. Data to be used in the analysis process as 

well as sampling techniques in data collection, with details as follows: 

1. Data Category 

Based on sources from the website of the Ministry of Health, in this study, the required data was 

divided into 4 diabetes categories (classes), namely type 1 diabetes, type 2 diabetes, gestational 

diabetes and other types of diabetes. 

2. Data Collection 

Diabetes data collection was taken from the UCI Machine Learning Repository website as many as 

768 data.  

3. Sampling Technique 

The sampling technique in this study was purposive sampling, which means a sampling technique in 

which the sample is taken purposively according to the required sample data criteria. The amount of 

data on diabetics depends on the needs of system users. In this study, the data is divided into two parts, 

namely training data and testing data. Training data is data that contains a collection of diabetic data 

which will be used as training data for the system. Here the data collected already has the categories 

of type 1 diabetes, type 2 diabetes, gestational diabetes and other types of diabetes. While data testing 
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is data that contains a collection of data on diabetics in the category of type 1 diabetes, type 2 diabetes, 

gestational diabetes and other types of diabetes. Later this data will be analyzed and tested by the 

system based on existing training data. The comparison to be used in this sampling technique is 80:20 

and 60:40 [31]. Determination of training data and test data can be seen from the equation below: 

 

𝑇𝑒𝑠𝑡 𝐷𝑎𝑡𝑎 =
𝐷𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛×𝐴𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝑑𝑎𝑡𝑎

100
              (1) 

 

𝑇𝑟𝑎𝑖𝑛 𝐷𝑎𝑡𝑎 = 𝐴𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝑑𝑎𝑡𝑎 − 𝑇𝑒𝑠𝑡 𝐷𝑎𝑡𝑎                          (2) 

 
Preprocessing Dataset 
After identifying the problem and collecting data, the next step is the Preprocessing Dataset. Dataset 

preprocessing is the process of converting raw data into a form that is easier to understand. This process 

aims to facilitate the processing of diabetes patient data during the analysis process using the SVM and 

KNN methods [32], [33]. 

 

Data Training and Data Testing 

Training data and data testing are carried out after the dataset is obtained, or later training will be used to 

train the algorithm in finding an appropriate model, while data testing will be used to test and find out the 

performance of the model obtained at the testing stage [34].  

1. Preprocessing Analysis 

Data preprocessing is an important step in carrying out classification analysis which aims to clean 

data from elements that are not needed to speed up the classification process. 

The stages in the data cleaning process take sample test data from diabetes data collection from the 

UCI Machine Learning Repository site, as much as 768 data. Type 2, gestational diabetes, and other 

types of diabetes. Moreover, In the next stage, the data is tested using a sampling technique where 

sampling is deliberately taken according to the required sample data criteria [3], [15], [35]–[38]. 

2. Analysis with KNN and SVM 

At this stage, an analysis of the classification method that has been obtained with training data is 

carried out. 

 

 

Figure 1. Stages of research methodology 
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In Figure 1 above are the methodological stages of this study. First, collect data on diabetes patients and 

collect literature studies, then preprocess the dataset, and conduct trials on training data and data testing. 

The next stage is to perform calculations with the KNN algorithm and the SVM algorithm so that it can be 

seen from the results of the linear regression at the KNN stage and the results of the SVM. Then a 

performance comparison is made by looking at the confusion matrix. At performance of the recall accuracy 

and precision, the results of the recall accuracy and precision are obtained [17], [18], [28], [32], [39], [40]. 

 

RESULT AND DISCUSSION 

Data analysis is the most critical process carried out during research. Data analysis is used to solve research 

problems. The data source used in this study comes from kaggle.com data. In this study, 768 diabetes data 

were used, consisting of 400 training data, 278 testing data, and 50 diabetes data samples used as manual 

calculation samples. This data is used for analysis and testing.  

 

Table 1. Transformation data 
No Pregnancy Glucose Blood pressure Insulin Decision Status 

1. 2 8,5 77 48 Very good 

2. 9 6,2 65 40 Good 

3. 4 9,6 78 46 Enough 
4. 1 8,5 77 46 Enough 

5. 5 14 98 50 Enough 

6. 2 11,4 84 50 Enough 
7. 3 12 91 49 Enough 

8. 3 11,8 92 49 Enough 

9. 9 6,9 65 40 Enough 
10. 5 13,3 101 48 Kurang 

11. 4 15,1 96 49 Enough 

12. 1 6,1 67 46 Not Enough 

13. 4 12,1 90 49 Enough 

14. 2 14,3 87 51 Enough 
15. 8 5,4 61 40 Not Enough 

16. 3 12,8 87 50 Enough 

17. 3 13,1 92 50 Enough 
18. 4 13,3 99 49 Enough 

19. 2 15,3 80 50 Enough 

20. 5 11 106 49 Enough 
21 4 17,2 102 44 Enough 

22 1 6,5 71 46 Enough 

23 3 11,5 90 49 Enough 
24 2 8,1 81 50 Enough 

25 3 11,9 90 50 Enough 

26 2 10,9 83 51 Enough 
27 1 5,4 66 41 Enough 

28 1 9,1 73 46 Enough 

29 3 15,5 105 51 Enough 
30 4 16 98 51 Enough 

31 3 9,5 87 48 Enough 

32 4 8,1 72 45 Enough 
33 5 14 100 48 Enough 

34 2 10,1 80 57 Enough 

35 4 14,5 99 50 Enough 
36 2 10,5 86 48 Enough 

37 2 10 83 48 Enough 

38 8 6,1 65 40 Enough 
39 5 15 107 51 Enough 

40 1 11,4 82 49 Enough 

41 11 16 105 50 Enough 
42 3 68 67 43 Enough 

43 3 19,6 92 47 Enough 

44 1 12 92 51 Enough 

45 1 9,7 73 47 Enough 

46 5 10,3 78 48 Not Enough 

47 2 42 57 40 Not Enough 
48 1 10,4 82 48 Not Enough 

49 3 10,1 80 46 Not Enough 

50 3 11,3 89 49 Not Enough 
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Table 1 describes the stages of the data transformation process, which includes changing the decision status 

on each attribute in the data to be processed. Data transformation is a crucial stage in data analysis because 

it can help correct missing or invalid values, change the scale of the data, and improve the shape of the data 

distribution. Data transformations can also help adapt data to certain statistical model assumptions. In some 

cases, data transformation can improve the quality of the model and make the analysis more accurate and 

meaningful. Therefore, selecting and applying appropriate data transformation techniques can significantly 

affect the final results of data analysis.  

 

The next stage is the calculation with the KNN algorithm: 

1. First, we determine the parameter K. First, we must determine the value of K first. There is no exact 

formula for determining the value of K. However, one tip that can be considered is that if the number 

of classes is even, then the K value should be odd, conversely, if the class number is odd, then the K 

value should be even. For example, let's make the number of nearest neighbors K = 3. 

2. Second, we calculate the distance between the new data and all the training data. We use Euclidean 

distance. We calculate based on the formula: 

𝑑𝑖𝑠 =  √∑(𝑋1𝑖 − 𝑋2𝑖)2 + (𝑌1𝑖 − 𝑌2𝑖)2+. .

𝑛

𝑖=0

 

𝐿𝑖𝑛𝑒 1 = √(2 − 10)2 + (8,5 − 11,2)2 + (77 − 92)2 + (48 − 48)2 = 17,21307642 

𝐿𝑖𝑛𝑒 2 = √(9 − 10)2 + (6,2 − 11,2)2 + (65 − 92)2 + (40 − 48)2 = 28,61817604 

𝐿𝑖𝑛𝑒 50 = √(3 − 10)2 + (11,3 − 11,2)2 + (89 − 92)2 + (49 − 48)2 = 7,681796665 

 

Table 2. Euclidean distance calculation results 
No. Euclidean Distance Calculation Results No. Euclidean Distance Calculation Results 

1. 17,21307642 26. 12,41329932 
2. 28,61817604 27. 28,97654224 

3. 15,44538766 28. 21,22286503 

4. 17,81263596 29. 15,6681205 
5. 8,534635317 30. 10,2 

6. 11,49086594 31. 8,768694316 

7. 7,186097689 32. 21,32158531 
8. 7,096478 33. 9,84073168 

9. 28,50421022 34. 17,03555106 

10. 10,50761629 35. 9,994498487 
11. 8,258934556 36. 10,02447006 

12. 27,12950423 37. 12,10123961 

13. 6,466065264 38. 28,68815086 
14. 10,37352399 39. 16,53602129 

15. 32,59815946 40. 13,49221998 

16. 8,975522269 41. 14,03709372 
17. 7,523961722 42. 62,65173581 

18. 9,508417324 43. 10,97998179 

19. 15,12646687 44. 9,520504188 
20. 14,90100668 45. 21,10094785 

21. 13,7113092 46. 14,89328708 

22. 23,41132205 47. 47,97541037 
23. 7,354590403 48. 13,47738847 

24. 14,09290602 49. 14,07870733 

25. 7,582216035 50. 7,681796665 

 

3. We sort the distance from the new data with the training data and determine the nearest neighbor 

based on the minimum distance K=3. As for sorting from the largest to the smallest number using 

the sort function. So that it becomes like Table 3. 
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Table 3. Distance order 
No Euclidean Distance Calculation Results Sorting Distance Largest to Smallest Sorting Results 

1.   17,21307642 62,65173581 1 

2.  28,61817604 47,97541037 2 
3.  15,44538766 32,59815946 3 

4.  17,81263596 28,97654224 4 

5.  8,534635317 28,68815086 5 
6.  11,49086594 28,61817604 6 

7.  7,186097689 28,50421022 7 

8.  7,096478 27,12950423 8 
9.  28,50421022 23,41132205 9 

10.  10,50761629 21,32158531 10 

11.  8,258934556 21,22286503 11 
12.  27,12950423 21,10094785 12 

13.  6,466065264 17,81263596 13 

14.  10,37352399 17,21307642 14 
15.  32,59815946 17,03555106 15 

16.  8,975522269 16,53602129 16 

17.  7,523961722 15,6681205 17 
18.  9,508417324 15,44538766 18 

19.  15,12646687 15,12646687 19 

20.  14,90100668 14,90100668 20 
21.  13,7113092 14,89328708 21 

22.  23,41132205 14,09290602 22 

23.  7,354590403 14,07870733 23 
24.  14,09290602 14,03709372 24 

25.  7,582216035 13,7113092 25 

26.  12,41329932 13,49221998 26 
27.  28,97654224 13,47738847 27 

28.  21,22286503 12,41329932 28 

29.  15,6681205 12,10123961 29 
30.  10,2 11,49086594 30 

31.  8,768694316 10,97998179 31 

32.  21,32158531 10,50761629 32 
33.  9,84073168 10,37352399 33 

34.  17,03555106 10,2 34 

35.  9,994498487 10,02447006 35 
36.  10,02447006 9,994498487 36 

37.  12,10123961 9,84073168 37 

38.  28,68815086 9,520504188 38 
39.  16,53602129 9,508417324 39 

40.  13,49221998 8,975522269 40 

41.  14,03709372 8,768694316 41 
42.  62,65173581 8,534635317 42 

43.  10,97998179 8,258934556 43 

44.  9,520504188 7,681796665 44 

45.  21,10094785 7,582216035 45 

46.  14,89328708 7,523961722 46 

47.  47,97541037 7,354590403 47 
48.  13,47738847 7,186097689 48 

49.  14,07870733 7,096478 49 
50.  7,681796665 6,466065264 50 

 

4. After sorting, choose as many as K (=3), while the provisions for decisions that can be made and will 

be used as a dataset to look for support vector machine calculations can be seen in Table 4. 

 

Table 4. Dataset decision 
No Pregnancy Glucose Blood pressure Insulin Classification Results Distance 

13 3 6.7 33 9 Enough 6.466065264 

8 2 6.4 35 9 Enough 7.096478 

7 2 6.6 34 9 Enough 7.186097689 

 

The next stage is calculating using the Support Vector Machine (SVM) to get the decision results. The 

dataset consisting of training data as a sample is given as input-output pairs. Each input-output pair consists 

of 2 inputs, namely X1 and X2, and 1 output, Y. Then, the contents of the dataset are changed using the 

principle of random numbers which can be seen in Table 5. 
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Table 5. Conversion datasets 
No. X1 X2 Y 

1 90 95 1 

2 85 92 1 
3 75 72 0 

 

The steps to calculate SVM are as follows:  

1. The first step is to calculate the mean and standard deviation of each feature (X1 and X2) in the training 

data set. This is done to normalize the data. 

Average value X1 

= (90 + 85 + 75 + 60 + 70 + 80 + 66 + 72 + 85 + 68) / 10  

= 75.6 

Standard deviation of values X1 

= √[(1/10) * ((90-75.6)² + (85-75.6)² + (75-75.6)² + (60-75.6)² + (70-75.6)² + (80-75.6)² + (66-75.6)² 

+ (72-75.6)² + (85-75.6)² + (68-75.6)²)]  

= 9.55 

Average value X2 

= (95 + 92 + 72 + 65 + 82 + 85 + 70 + 95 + 92 + 75) / 10  

= 81.3 

Standard deviation of values X2 

= √[(1/10) * ((95-81.3)² + (92-81.3)² + (72-81.3)² + (65-81.3)² + (82-81.3)² + (85-81.3)² + (70-81.3)² 

+ (95-81.3)² + (92-81.3)² + (75-81.3)²)]  

= 11.27 

2. Data normalization. Each feature value (X1 value and X2 value) in the training data set will be reduced 

by the average and divided by the standard deviation. 

Value normalized data X1 

Data 1: (90 - 75.6) / 9.55 = 1.51 

Data 2: (85 - 75.6) / 9.55 = 1.00 

Data 3: (75 - 75.6) / 9.55 = -0.06 

Value normalized data X2 

Data 1: (95 - 81.3) / 11.27 = 1.22 

Data 2: (92 - 81.3) / 11.27 = 0.95 

Data 3: (72 - 81.3) / 11.27 = -0.82 

The next stage is calculating the hyperplane equation using the formula w1 * x1 + w2 * x2 + b = 0. 

= w1 * x1 + w2 * x2 + b = 0 -3.87 * x1 - 5.10 * x2 - 0.43  

= 0 

From the results of the discussion of the calculations above, we have found the values of αi, w1, w2, and b 

needed to create the SVM model when placing apprenticeship locations using the linear kernel method. 

Define the target class for new data by using a hyperplane equation. Suppose the result of the hyperplane 

equation is more significant than zero. In that case, the new data is classified as a positive class (Not 

Suffering), whereas if the result is less than zero, the new data is classified as a negative class (Suffering). 

 

CONCLUSION 

Conclusion of this study from the results of the calculations above, it shows that the predicted value of the 

target class for the new data is the negative class (Suffer). In this research, Support Vector Machine and K-

Nearest Neighbor are applied to predict diabetes. The performance of each algorithm is analyzed 

differently, the results of each best algorithm will be analyzed to determine which algorithm can provide 

better results for predicting diabetes. This research can be developed with the addition of analysis using 

other methods. 
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