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Abstract. 

Purpose: The purpose of this research is to assess the efficacy of ARIMA and GRU models in forecasting high-

frequency stock price data, specifically minute-level stock data from HIMBARA banks. In time series analysis, 

time series data exhibit interesting interdependence among observations. Despite its popularity in time series 

forecasting, the ARIMA model has limitations in capturing complicated nonlinear patterns. Forecasting high-

frequency data is becoming more popular as technology advances and more high-frequency data becomes 

available. 

Methods: In this study, we compare the ARIMA and GRU models in forecasting minute-level stock prices of 

HIMBARA banks. The data used consists of 62,921 minute-level stock data points for each bank in the 

HIMBARA group, collected in the year 2022. The GRU model was chosen because it is capable of capturing 

complex nonlinear patterns in time series data. Each method's predicting performance is assessed using the Mean 

Absolute Percentage Error (MAPE) statistic. 

Results: In terms of forecasting accuracy, the GRU model outperforms the ARIMA model. The GRU model 

achieves a MAPE of 0.77% for BMRI stock, while the ARIMA model achieves a MAPE of 4.09%. The GRU 

model predicts a MAPE of 0.34% for BBRI stock, while the ARIMA model predicts a MAPE of 3.02%. For 

BBNI stock, the GRU model obtains a MAPE of 0.63%, while the ARIMA model achieves a MAPE of 1.52%. 

The GRU model achieves a MAPE of 0.58% for BBTN stock, while the ARIMA model achieves a MAPE of 

6.2%. 

Novelty: In terms of minute-level time series data modeling, research in Indonesia has been limited. This study 

adds a new perspective to the discussion by comparing two modeling approaches: the traditional ARIMA model 

and the sophisticated deep learning GRU model, both of which are applied to high-frequency data. Beyond the 

present scope, there are several promising future directions to pursue, such as anticipating intraday stock 

fluctuations. This unexplored zone not only contributes to the field of financial modeling but also has the ability 

to uncover intricate patterns in minute-level data, an area that has not been extensively studied in the Indonesian 

context. 
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INTRODUCTION 
Time series data is a sequence of observations collected over a defined time period [1]. Time series data is 

common in many sectors, including economics, business, engineering, natural sciences, and social sciences. 

The interdependence of closely spaced observations is a feature of time series data, making the study of 

their dependency patterns highly attractive. Box and Jenkins established and developed time series analysis 

in 1970, and it has since become widely utilized for anticipating future data. Forecasting is a future event 

prediction or estimation activity that acts as a tool for successful and efficient planning [2], [3]. 

 

Financial time series are the subject of a study that has been substantially developed in time series analysis. 

However, previous research has primarily focused on low-frequency data (daily, weekly, and monthly) for 

modeling and forecasting reasons. With the expansion of trade recording and the availability of financial 

data acquired at higher frequencies in recent decades, it has grabbed the attention of scholars and developed 

as a new research topic in econometrics and statistics [4]. The growing dominance of electronic trading 
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enables the recording of market activities at high frequencies and with a high level of precision, resulting 

in comprehensive datasets. The increasing popularity of studies on high-frequency data is also driven by 

technological advancements in trading systems, particularly in trade recording, and the rising importance 

of intra-day trading. 

The association between model flexibility and precision level is significantly impacted by data sample size. 

Shorter time intervals can be employed to improve the available sample size and hence enlarge the data 

sample. High-frequency data refers to data at the transactional level that has the maximum possible 

frequency [5]. The main characteristic of high-frequency data, especially in trading transactions, is the 

irregular spacing of time, also known as irregularly spaced time. As an example, the average stock in the 

Russell 3000 has around 2,100 ticks every day. As a result, the size of the HFD dataset for common stocks 

in the Russell 3000 in one day can be 2,100 times bigger than the size of the same day's closing data [5]. 

Several time series modeling methods have been extensively developed, and one of the most commonly 

used methods is ARIMA (Autoregressive Integrated Moving Average). ARIMA is capable of analyzing 

univariate data that contains trends, seasonality, and cyclic patterns [6]. The correlation structures in time 

series data are both linear and nonlinear. The ARIMA approach can address linear correlations between 

variables, but it cannot capture nonlinear patterns [7]. High-frequency financial time series exhibit unique 

characteristics, such as variations over time and a tendency towards nonlinearity. These characteristics are 

accompanied by significant stochastic volatility in the sample data, making forecasting challenging, 

especially when relying solely on the ARIMA model [8]. Stochastic volatility in financial markets is 

depicted as the process of fluctuation in the rate of returns that cannot be predicted using available 

information. It refers to the unpredictable and random nature of volatility in asset prices and the difficulty 

of forecasting future volatility accurately. Stochastic volatility models are designed to capture this inherent 

uncertainty in financial markets and are used to improve the accuracy of forecasting asset prices and risk 

management [9]. 

Artificial intelligence technology is rapidly advancing, and one of the branches that has garnered significant 

attention from researchers is machine learning. Deep learning, a crucial part of machine learning, involves 

algorithms that model high-level abstractions in data by using a series of layered and deep non-linear 

transformation functions. Deep learning models are built with numerous layers of neurons to automatically 

find patterns and crucial elements in complex data. The capability of deep learning to process intricate and 

extensive datasets makes it highly effective in various applications, such as facial recognition, image 

analysis [10], natural language processing, and more. With the advancements in this technology, there is 

great hope for utilizing artificial intelligence to enhance various aspects of human life and advance various 

fields of science [11]. Models in deep learning are fundamentally built based on Artificial Neural Networks 

(ANNs), a research area that has been active since the 1980s. However, it has recently experienced a 

significant resurgence due to the advancements in faster computers and parallel processing capabilities, 

particularly utilizing GPUs (Graphics Processing Units) [12]. Time series data forecasting can also be 

accomplished using the Artificial Neural Network (ANN) approach. A commonly used neural network 

method for processing time series data is the Recurrent Neural Network (RNN). However, RNN faces a 

major issue known as vanishing gradient, where the gradients of the function decrease exponentially when 

processing long sequential data. This problem hinders RNNs from capturing long-term dependencies, 

leading to reduced forecasting accuracy [13]. 

Long Short-Term Memory (LSTM) and Gated Recurrent Unit (GRU) models were created to solve the 

limitations of RNN. Both the LSTM and GRU models are intended to avoid the vanishing gradient problem 

that frequently happens in standard RNNs while processing extended data sequences. The vanishing 

gradient problem reduces the model's capacity to retain important information from earlier time steps, 

which is critical for capturing the long-term dependencies of time series data. In a study by Yamak et al., 

which compared GRU and LSTM for time series forecasting on a Bitcoin dataset, GRU demonstrated 

superior performance compared to LSTM [14]. In the study conducted by Chung et al., various types of 

RNN variants, particularly focusing on LSTM and GRU, were compared in the context of polyphonic music 

modeling and sound signal modeling. The results showed that both LSTM and GRU models were capable 

of providing good accuracy in time series forecasting for these specific applications [15]. GRU was first 

introduced in 2014 by Kyung Hyun Cho as a variation of LSTM. One of the main advantages of GRU over 

LSTM is its simpler computation, which makes it more computationally efficient and faster to train. Despite 
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its simplicity, GRU has shown comparable accuracy to LSTM in various tasks, making it an attractive 

alternative for time series modeling and other sequential data tasks. Additionally, GRU is known to expose 

more complete memory from the hidden layers compared to LSTM. This ability to capture and retain 

relevant information from past time steps allows GRU to effectively model long-range dependencies in the 

data, just like LSTM [16].  

Referring to the background, it is highlighted that the ARIMA model has certain limitations, including large 

deviations in forecasting high-frequency time series data. High-frequency financial time series exhibit 

characteristics such as time-varying variations, non-linear behavior, and significant stochastic volatility. 

Some studies have also shown that in certain cases, GRU performs better than LSTM. Given this context, 

comparing ARIMA and GRU becomes an interesting area of research, especially for high-frequency data. 

Moreover, there is a lack of research on the use of GRU models for forecasting in Indonesia. 

 

The purpose of this study is to apply the ARIMA and GRU models to minute-level stock data from 

HIMBARA (The Association of State-Owned Regional Development Banks) member banks and assess 

forecast accuracy using MAPE (Mean Absolute Percentage Error). Minute-level stock data falls under high-

frequency data as it is recorded and updated every minute during stock trading hours, providing a higher 

level of detail to reflect real-time stock price changes. Similar research with this specific focus is scarce in 

Indonesia, making this study valuable in providing new insights and contributing to the development of 

more accurate forecasting methods for high-frequency data. 

 

METHODS 

Data Collection 

The empirical data used in this study are stock price data from four large-capitalized banks that are members 

of The Association of State-Owned Regional Development Banks (HIMBARA). Banks in this category 

include Bank Mandiri, Bank BNI, Bank BTN, and Bank BRI. The study's stock price data is collected at 1-

minute intervals from January 1, 2022, to December 31, 2022, obtaining 59,532 data points for each bank. 

 

High-Frequency Data  

High-frequency data, often known as tick-by-tick data, is information captured at the individual transaction 

level [5]. In high-frequency data, information is recorded and updated each time there is a price change, 

which is commonly referred to as a "tick." Each tick represents a single transaction or price update in the 

market, and it provides real-time information on the price movements and trading activity of an asset or 

security. High-frequency data is obtained directly from the market, capturing the smallest price fluctuations 

and allowing for a more detailed analysis of intraday trading behavior and market dynamics [17]. The book 

"Encyclopedia Of Financial Models" explains that there are two main reasons for the interest in high-

frequency data. Firstly, such data allows for capturing intriguing events and phenomena in the stock market 

with remarkable precision. It enables financial institutions to measure intraday trading risk accurately and 

identify short-term trading opportunities, thereby enhancing their decision-making processes. Second, high-

frequency data can be used to increase forecasting model accuracy [5]. By having direct access to more 

detailed transaction information from the market, forecasting models can be built to consider rapid price 

changes. In this context, analysis using high-frequency data can help generate more accurate predictions 

about stock prices and other financial assets' movements. 

 

High-frequency data has been the principal focus of research for individuals seeking a more in-depth 

understanding of the financial market. This type of data has advantages in explaining micro market 

structures, involving trading rules that influence stock prices in the capital market [18]. According to the 

book "An Introduction To High-Frequency Finance," high-frequency data refers to a significant volume of 

data, with the number of observations in one day of the stock market being similar to the daily data in 30 

years [17]. High-frequency data allows for the examination of the financial market at various periods, 

ranging from minutes to years, and can reflect aggregation factors of four to five times [17].  

Autoregressive Integrated Moving Average (ARIMA) 

Autoregressive Integrated Moving Average (ARIMA) is a popular statistical method for forecasting time 

series data, particularly non-stationary data. A time series data, denoted by 𝑌𝑡 , is said to follow an ARIMA 

model if the d-th difference of 𝑊𝑡 = ∇𝑑𝑌𝑡 follows an Autoregressive Moving Average (ARMA) process. 

If {𝑊𝑡} follows an ARMA(p,q) model, then {𝑌𝑡} is an ARIMA(p,d,q) process, where p denotes the 
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autoregressive parameter order, d the differencing order, and q the moving average parameter order. When 

a time series can be written in the following equation form, it is said to follow an ARIMA(p,d,q) process.: 

 

𝑌𝑡 = (1 + ∅1)𝑌𝑡−1 + (∅2−∅1)𝑌𝑡−2 + ⋯ + (∅𝑝 − ∅𝑝−1)𝑌𝑡−𝑝 − ∅𝑝𝑌𝑡−𝑝−1 + 𝜀𝑡 − 𝜃1𝜀𝑡−1

− 𝜃2𝜀𝑡−2 − ⋯ −𝜃𝑞𝜀𝑡−q 
(1) 

 

with parameters ϕ and θ, which are the autoregressive and moving average parameters that are stationary 

and invertible, respectively, and 𝜀𝑡 is white noise [19]. 

 

ARIMA uses numerous iterative phases to get the optimum model. The initial phase is model identification 

and selection, and for non-stationary data, differencing may be conducted once or twice to establish 

stationarity. When the data has reached stationary, the autocorrelation function (ACF) and partial 

autocorrelation function (PACF) plots are evaluated to determine the AR and MA model orders. The second 

phase is parameter estimation, which entails optimization techniques that make use of metrics like the 

Akaike Information Criterion (AIC) and/or the Bayesian Information Criterion (BIC). Finally, a diagnostic 

checking phase is performed to find the optimal final model based on residual analysis. ARIMA is a data-

driven linear technique that adapts time series data parameters. As a result, nonlinearity in the data has a 

major impact on the ARIMA model's performance. This is a restriction of the ARIMA model because major 

non-linear data patterns might limit the ARIMA model's usefulness. 

Gated Recurrent Unit (GRU) 

Kyunghyun Cho was the first to introduce GRU in 2014. It is an RNN-based algorithm that is comparable 

to LSTM but has a simpler architecture. The fundamental problem of RNN is the vanishing and exploding 

gradient issue, which occurs due to continuous multiplication during Backpropagation Through Time 

(BPTT) [20]. GRU addresses this problem by using gates, namely the update gate and reset gate, as shown 

in Figure 1. 

The initial stage in developing a GRU model is to compute the update gate (𝑍𝑡) using the formula in 

equation (2), which defines how much past information must be preserved. 

 

𝑧𝑡 = 𝜎(𝑤(𝑡)𝑥𝑡 + 𝑢(𝑡)ℎ𝑡−1 + 𝑏) (2) 

 

where w and u are weights, 𝑥𝑡  is the input, , ℎ𝑡−1 is the hidden state, and b is the bias. 

 

 
Figure 1. GRU architecture 

 

The reset gate (𝑟𝑡) is then calculated using equation (3), which defines how much of the prior information 

should be deleted and how to combine the incoming input with the old information. The reset gate formula 

is as follows : 

 

𝑟𝑡 = 𝜎(𝑤(𝑟)𝑥𝑡 + 𝑢(𝑟)ℎ𝑡−1 + 𝑏) (3) 

 

Next, compute the candidate hidden state (ℎ′
𝑡) that will be used by the reset gate to retain important 

information from the past. Equation (4) expresses the candidate hidden state : 

 

ℎ′
𝑡 = 𝑡𝑎𝑛ℎ (𝑤𝑥𝑡 + 𝑟𝑡⨀𝑢ℎ𝑡−1) (4) 
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where ⨀ is the hadamard product.  

The final step is to compute the hidden state (ℎ𝑡) using equation (5). This hidden state serves as the output 

(𝑦𝑡)  

 

ℎ𝑡 = 𝑧𝑡⨀ℎ𝑡−1(1 − 𝑧𝑡)⨀ ℎ′
𝑡 (5) 

 

GRU features various hyperparameters that might affect prediction results, such as the number of hidden 

layers, batch size, and learning rate drop. The number of hidden layers denotes the depth of the training 

process, batch size indicates how frequently the weights are updated, and learning rate drop denotes the 

number of iterations used to establish the learning rate [20]. 

 

METHODS 

The flow of this research can be seen in Figure 2. 

 

 

Figure 2. Stage of research 

Preprocessing 

This stage entails cleaning the data and dividing it into training and testing data. The data cleaning process 

involves removing data outside the trading hours of the Indonesia Stock Exchange (BEI), such as deleting 

data on holidays (Saturdays, Sundays, and public holidays) as well as collective leave days that occurred in 

2022. BEI trading hours are from 09:00 to 15:00, with a break from 11:30 to 13:30. The dataset is divided 

into training and testing data in order to evaluate the forecasting model. The training data consists of closing 

stock prices from January 1, 2022, to October 31, 2022, while the testing data consists of closing stock 

prices from November 1, 2022, to December 31, 2022. The primary purpose of separating the data into 

training and testing subsets is to assess how effectively the model can generalize patterns and trends within 
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the data. By dividing the data into two independent groups, we can measure how well the model can apply 

what it has learnt from the training data to the testing data. The splitting of training and testing data is 

particularly beneficial in detecting overfitting, which occurs when a model performs well on training but 

badly on testing data. 

 

Model Accuracy 

One of the crucial stages in forecasting is the process of evaluating forecast accuracy. Forecast accuracy 

can be measured by evaluating how well a model works when applied to fresh data that was not utilized in 

the model's development [21]. The model's accuracy can be measured using numerous metrics, including 

root mean square error (RMSE), mean absolute deviation (MAD), and mean absolute percentage error 

(MAPE). The accuracy measures are determined using the following formulas based on forecast errors : 

 

𝑒𝑡 = 𝑦𝑡 − 𝑦̂𝑡 (6) 

 

where 𝑦𝑡 represents the actual data value at time t dan 𝑦̂𝑡 represents the forecasted (predicted) value at time 

t. This study uses the MAPE (Mean Absolute Percentage Error) as a measure of forecast accuracy. The 

formula to calculate the MAPE is as follows [22]: 

 

𝑀𝐴𝑃𝐸 =
1

𝑛
∑ |

𝑒𝑡

𝑦𝑡

× 100|

𝑛

𝑡=1

 (7) 

 

RESULTS AND DISCUSSIONS 

Stationaryity 

The plot in Figure 3 shows that the stock price data of the four banks does not exhibit stationarity in terms 

of mean and variance. To address this non-stationarity, the data needs to undergo a differencing process. 

Differencing attempts to change data into a stationary form by calculating the difference between observed 

values at one time and observed values at a prior time. By performing differencing, we can remove trends 

and patterns that may exist in the original data and generate a new set of data that is more stationary. 

Stationary data has constant statistical properties over time, such as a constant mean and variance. The 

differencing process can help make the data easier to analyze and use in forecasting models. 

 

  
(a) (b) 

  
(c) (d) 

 

Figure 3. HIMBARA bank stock training and test data plots. 

(a) BMRI, (b) BBRI, (c) BBNI, (d) BBTN. 
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Results of the Augmented Dickey-Fuller (ADF) test show that the training data from each bank is not 

significant at the significance level α = 0.05, suggesting that the data is non-stationary. The ADF test plays 

a crucial role in ARIMA modeling as it helps to determine whether differencing is required before applying 

the ARIMA model to the time series data. In this research, the ADF test is run on the training data both 

before and after first-order differencing. Table 1 displays the results of the ADF test on the training data 

and the training data after first-order differencing. 

 

Table 1. Augmented dickey-fuller (ADF) test results 
Closing Stock P-Value Description 

BMRI 
Closing Stock 0,9633 Not Stationary 

Closing Stock D1 < 0,000 Stationary 

BBRI 
Closing Stock 0,1325 Not Stationary 

Closing Stock D1 < 0,000 Stationary 

BBNI 
Closing Stock 0,2978 Not Stationary 

Closing Stock D1 < 0,000 Stationary 

BBTN 
Closing Stock 0,4177 Not Stationary 

Closing Stock D1 < 0,000 Stationary 

 

ARIMA Modeling 

Several factors are used as guidance in selecting the optimum ARIMA model. The Akaike Information 

Criterion (AIC) is a popular metric for picking the best model. AIC combines the goodness of fit of the 

model and its complexity, therefore a model with a lower AIC value is deemed better. By comparing the 

AIC values of different ARIMA models, we can choose the most optimal model. Table 2 provides 

information about the best ARIMA orders for each member bank of HIMBARA, including the values of p, 

d, and q, which indicate the number of autoregressive order, differencing, and moving average order in the 

optimal ARIMA model. Using this information, we can build the appropriate ARIMA model for forecasting 

the closing stock prices of each bank with the expected accuracy. 

 

Table 2. The best ARIMA models for the stocks of banks in HIMBARA 
Closing Stocks Best Model AIC MAPE (%) 

BMRI ARIMA(1,1,2) 416091 4,09 
BBRI ARIMA(5,1,1) 331666 3,02 

BBNI ARIMA(3,1,1) 417236 1,52 

BBTN ARIMA(2,1,1) 250720 6,20 

 

Table 3 shows the Ljung-Box test values for the residuals of the four ARIMA models. The Ljung-Box test 

is used to determine the presence of autocorrelation in the ARIMA model residuals. The Ljung-Box test 

findings demonstrate that the p-values for the residuals in all four models exceed the predefined significance 

level of 0.05. This shows that there is insufficient evidence to reject the null hypothesis, implying that there 

is no significant autocorrelation in the ARIMA model residuals. Knowing that there is no significant 

autocorrelation in the ARIMA model residuals provides useful information about the underlying data 

structure and trends. This data is extremely useful for modeling and forecasting future data since it allows 

us to create more accurate models and make better forecasts. As a result, performing the Ljung-Box test for 

autocorrelation in the ARIMA model residuals provides a more in-depth understanding of the data and aids 

in the construction of more effective models. 

 

Table 3. Ljung-box test for the residuals of the ARIMA model 
Stocks Best Model Ljung-Box  P-Value 

BMRI ARIMA(1,1,2) 4,506 0,720 

BBRI ARIMA(5,1,1) 5,855 0,210 

BBNI ARIMA(3,1,1) 11,246 0,081 
BBTN ARIMA(2,1,1) 8,905 0,260 

 

GRU Modeling 

This research uses various combinations of hyperparameter settings to build the GRU model. Some 

important hyperparameters that influence the performance and learning of the GRU model are the number 

of neurons, learning rate, and epochs. The number of neurons refers to the number of units or "cells" in the 

GRU network. It can affect the capacity and complexity of the model. Too few neurons may not be 

sufficient to capture complex patterns in the data, while too many neurons can lead to overfitting. The 
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learning rate controls how fast or slow the model updates its weights and biases during the learning process. 

It is essential in determining the size of the steps taken by the optimization algorithm when searching for 

the minimum or maximum of the objective function. Epochs refer to the number of times the entire dataset 

is passed through the model during the learning process. Each epoch consists of one forward and backward 

pass on the training data. To avoid overfitting, the number of epochs is adjusted using the early stopping 

mechanism. This technique stops the model training early if there is no significant improvement in 

performance or reduction in error. It prevents overfitting, saves time and computational resources, and can 

result in a more stable model. The combinations of hyperparameters used in this study can be seen in Table 

4. 

Table 4. GRU hyperparameter 
Hyperparameter Value 

Look Back 50 

Validation Split 0,2 

Dropout 0,2 

Jumlah Neuron [32, 64, 128] 
Learning rate [0.001, 0.0001] 

Epochs [500] Early Stop 

 

In the GRU model, a look-back value of 50 means that the model uses the past 50 time steps as inputs to 

predict the next time step. The Dropout value used is 0.2, which randomly drops out a portion of neurons 

during the training process. By applying Dropout, the GRU model becomes more robust and can generalize 

well to new data. The validation split value used is 0.2, which means that 20% of the training data is used 

as validation data during the training process of the GRU model. 

These combinations of hyperparameter settings are applied to the training data of the four HIMBARA bank 

stocks, and the forecasting accuracy is tested using the test data. Table 5 shows the MAPE values on the 

test data for the GRU models of the four bank stocks. The best MAPE value for the BMRI stock using the 

GRU model is 0,77 with 128 neurons, a learning rate of 0.0001, and stopping at epoch 26. The BBRI stock 

gives a MAPE value of 0,34 with 32 neurons, a learning rate of 0.0001, and stopping at epoch 39. The 

BBNI stock gives a MAPE value of  0,63 with the same hyperparameter combination as BBRI, but stopping 

at epoch 21. The BBTN stock gives a MAPE value of 0,58 with 64 neurons, a learning rate of 0.0001, and 

stopping at epoch 61. The GRU model with the appropriate hyperparameter settings can be used to forecast 

HIMBARA bank stock time series data with good accuracy. 

Table 5. MAPE value of the GRU model of HIMBARA bank 

Stocks 
Number of  

Neurons 

Learning  

Rate 

Epochs 

(Early Stop) 

MAPE 

(%) 

BMRI 

32 0,001 500 (16) 1,51 
 0,0001 500 (24) 1,00 

64 0,001 500 (16) 1,12 
 0,0001 500 (32) 0,84 

128 0,001 500 (16) 1,47 

  0,0001 500 (26) 0,77 

BBRI 

32 0,001 500 (16) 0,96 
 0,0001 500 (39) 0,34 

64 0,001 500 (17) 1,04 
 0,0001 500 (32) 0,35 

128 0,001 500 (20) 11,00 

  0,0001 500 (51) 0,36 

BBNI 

32 0,001 500 (15) 1,92 
 0,0001 500 (21) 0,63 

64 0,001 500 (16) 1,50 
 0,0001 500 (24) 0,65 

128 0,001 500 (16) 1,57 

  0,0001 500 (23) 0,67 

BBTN 

32 0,001 500 (34) 2,25 
 0,0001 500 (45) 0,62 

64 0,001 500 (38) 1,89 
 0,0001 500 (61) 0,58 

128 0,001 500 (53) 1,55 

  0,0001 500 (53) 0,58 

 

Overall, the MAPE values for the four HIMBARA bank stocks using GRU are better compared to using 

ARIMA. This indicates that GRU is more adaptive to the data patterns of these four stocks compared to 
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ARIMA. BBRI and BBNI stocks use a smaller number of neurons, making them computationally lighter 

because the number of parameters to be calculated and optimized is reduced. All GRU models tested on 

the training data show that using a learning rate of 0.0001 is better than using 0.001. This suggests that a 

smaller learning rate leads to slower convergence of the model but has the potential to achieve more 

accurate and stable results. However, using an extremely small learning rate can make the training process 

too slow, and the model may struggle to reach convergence. Thus, the effect of a smaller learning rate is a 

trade-off between convergence speed and accuracy/stability of the model. 

Model Validation 

Figure 4 shows the train loss and validation loss graphs of the best model. The train loss graphs of all best 

models indicate a stable decreasing trend as the training progresses on the training data. This indicates that 

the models consistently learn the patterns in the training data and minimize prediction errors. The validation 

loss graphs also show a stable or consistent decreasing trend during the training on the training data. This 

indicates that the models can generalize well to the validation data, which they have never seen before. For 

the BBRI stock, the validation loss graph experiences fluctuations after a decrease at epoch 5, but it remains 

close to the train loss graph. The small difference between the train loss and validation loss graphs suggests 

that the model does not suffer from overfitting on the training data and can generalize well to new data. An 

ideal graph would show a stable decreasing trend for both train loss and validation loss, with a small 

difference between them. This indicates that the model has learned effectively, is not overfitting, and can 

generalize well to new data. 

 

  
(a) (b) 

  
(c) (d) 

Figure 4. Train and validation loss for the best model of the HIMBARA bank stock.  

(a) BMRI, (b) BBRI, (c) BBNI, (d) BBTN 

 

A comparison of the models (ARIMA and GRU) can be seen for each HIMBARA bank stock. The GRU 

model has a lower MAPE than the ARIMA model. This indicates that the GRU model is capable of 

providing more accurate predictions in modeling the data of the four bank stocks. For example, in the case 

of BBRI bank stock, the ARIMA(5,1,1) model gives a MAPE of 0.0302, whereas when the data is modeled 

with GRU, the MAPE drastically decreases to 0.0034. Table 7 shows the comparison of the three tested 

models, and it is evident that there is an improvement in forecasting accuracy from ARIMA to GRU for all 

HIMBARA bank stocks.  
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Table 6.  Comparison of the models ARIMA and GRU 

Stocks Model 
Number of  

Neurons 

Learning  

Rate 

Epochs 

(Early Stop) 

MAPE 

(%) 

BMRI 
ARIMA(1,1,2) - - - 4,09 

GRU 128 0,0001 500 (26) 0,77 

BBRI 
ARIMA(5,1,1) - - - 3,02 

GRU 32 0,0001 500 (39) 0,34 

BBNI 
ARIMA(3,1,1) - - - 1,52 

GRU 32 0,0001 500 (21) 0,63 

BBTN 
ARIMA(2,1,1) - - - 6,20 

GRU 64 0,0001 500 (61) 0,58 

Prediction of the Best Model 

The best models of ARIMA and GRU that have been formed from the training data will be used to make 

predictions for the HIMBARA bank stock prices on the test data. The comparison of MAPE values has 

shown that the GRU model has the best prediction accuracy. The prediction plots of both models show a 

similar pattern. The prediction plots for the HIMBARA bank stock prices can be seen in Figures 5 and 6. 

Figure 5 shows the plot for the entire test data, while Figure 6 shows a zoomed-in view of a portion of the 

test data for the last day or the last 242 data points. It is evident from Figure 5 that the ARIMA model only 

produces a straight line for all stock prices. This is because the ARIMA model is designed to capture linear 

trend patterns in the data. In cases where the data has a clear linear trend, the ARIMA predictions may 

provide reasonably good results. However, the HIMBARA bank stock data does not have a clear trend, 

which causes the ARIMA prediction plot to be just a straight line. 

 

 
 

(a) (b) 

  
(c) (d) 

 

Figure 5. Prediction plot for all test data. 

(a) BMRI, (b) BBRI, (c) BBNI, (d) BBTN 

 

The use of the GRU model provides a better representation compared to ARIMA, where the GRU model 

can capture the data patterns in the test data. The GRU model is more adaptive in following the movements 

of the test data compared to ARIMA. The plots further emphasize that the GRU model is superior to the 

ARIMA model.. 
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(a) (b) 

  
(c) (d) 

Figure 6. Zoomed-in prediction plot for the last day. 

 (a) BMRI, (b) BBRI, (c) BBNI, (d) BBTN 

 

CONCLUSION 

Based on the analysis, it can be concluded that using the GRU model is superior to the ARIMA model in 

forecasting high-frequency time series data, particularly in predicting the stock prices of HIMBARA 

member banks. This conclusion is supported by the comparison of MAPE values, where GRU provides 

lower MAPE values compared to ARIMA. The improved performance of GRU can be attributed to its 

ability to capture non-linear patterns that often appear in stock price time series data. While ARIMA has 

been widely used in time series forecasting, it has limitations in capturing more complex and non-linear 

patterns. On the other hand, GRU, being a recurrent neural network-based model, can adaptively adjust to 

complex and dynamic data patterns. 

Analysis of prediction plots shows that GRU is more responsive to fluctuations and changes in the stock 

price data of HIMBARA banks. It accurately follows trends and provides predictions that are closer to the 

actual values. On the contrary, ARIMA tends to provide smoother predictions and is less responsive to 

sudden changes in data. 

These results indicate that applying the GRU model to high-frequency time series data can offer advantages 

in terms of more accurate and adaptive forecasting. By utilizing GRU's ability to capture complex non-

linear patterns, stock price modeling becomes more effective. In the context of applications in the financial 

and investment markets, choosing the right forecasting model is crucial to reduce risks and optimize 

investment outcomes. Therefore, methods like GRU that demonstrate better performance in modeling high-

frequency stock price data can be a valuable contribution to practitioners and academics in conducting 

analysis and forecasting in the future. 
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