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Abstract. 

Purpose: Freedom in social media gives rise to the possibility of disturbing users through the sentences they send, 

which is limited by the Electronic Information and Transactions Law (UU ITE). This research aims to find an effective 

method for classifying hate speech text data, especially in Indonesian, with many categories expected to minimize this 

case. 

Methods: This study used 1.000 data from Twitter with five labels, including religion, race, physical, gender and other 

(invective or slander). The process started with several steps of preprocessing, data transformation using TF-IDF-ICSρF 

term weighting and data mining using an Improved KNN algorithm. Then, the results were compared with the TF-IDF 

and KNN methods to evaluate the differences. 

Result: Using TF-IDF-ICSρF and Improved KNN algorithms gets an average accuracy value of 88.11%, 17.81% higher 

compared with the same data and parameters to the K-Nearest Neighbor and TF-IDF algorithms, which get results of 

70.30%. 

Novelty: Based on the comparison results, TF-IDF-ICSρF and Improved KNN methods can effectively classify hate 

speech sentences that have many labels with fairly good accuracy.  
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INTRODUCTION 
Today's digitalization impacts almost all lines, including social, educational, government, economic and 

communication. Nowadays, digitalization is increasingly rapid, especially in the field of communication 

with the use of social media as a means of public communication, with various opinions widely and freely 

expressed on various social media. Social media is a manifestation of digital development that cannot be 

separated from everyday human life. Social media can function as a platform for communicating, 

exchanging information and voicing opinions. When used, social media can have a positive or negative 

impact and influence a person's life. Sentences expressed on social media are sometimes conveyed in a 

structured manner, which then causes difficulties in analyzing the information conveyed, especially if you 

have to process large amounts of data. Opinions expressed by the public through social media can be used 

as a reference to determine the public's subjective perceptions of various discussion themes such as public 

figures, places, conditions, and others. For example, when an event occurs that is widely reported and then 

gets a response from the public, this response can be used to measure subjective perceptions or emotions 

conveyed by the public and indirectly can also determine the level of public awareness in using social media 

[1]–[5].  

 

One of the social media platforms that is often used to express hate speech is Twitter [6], [7]. The hate 

speech that is expressed is often inseparable from SARA (tribe, religion, race and inter-group) motives. 

This statement is said because it shows that users use the Twitter social media platform to convey ideas, 

criticize, disseminate information quickly and have arguments between people [8]–[11]. fellow social 

media users. Indonesia has the Electronic Transaction Information Law (UU ITE), which can be used to 

restrict perpetrators of hate speech from entering the legal realm. Screening for someone to socialize can 
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be another way to reduce hate speech. Every year, cases of violations of the ITE Law continue to experience 

significant dynamics. The continued growth in the number of internet users every day shows that there is a 

possibility that cases of violations of the ITE Law also have the potential to continue to increase [12]–[16]. 

 

Text classification is a way to group text into predetermined categories or classes based on certain criteria. 

Text classification is part of text mining and one way to predict class categories from text data. 

Classification methods that are often used to classify text data include the Support Vector Machine (SVM), 

Naive Bayes Classifier (NBC), Decision Tree, Neural Network, Logistic Regression, Random Forest, and 

K-Nearest Neighbor (KNN) methods [17]–[26]. Based on [27], the Improved K-Nearest Neighbor 

(Improved K-NN) algorithm, a variant of the K-Nearest Neighbor methods, can classify data with many 

labels quite well. 

 

Apart from the classification method used, text classification is also influenced by the transformation 

method to convert a set of text data into numbers so that a classification algorithm can process it. This 

method is called term weighting. Several term weighting methods that have been used, including TF-IDF, 

TF-IDF-ICF, TF-IDF-ICSρF, TF-IDF-ICSρF-IHSρF, TF-IGF, TF-RF and BM-25F [28]–[32]. Based on 

[30], the TF-IDF-ICSpF method is quite good at classifying data with many classes and an unbalanced 

number because the density of each word in each class will be calculated. In that research, several variants 

of the TF-IDF method were used to classify hadith data with many classes. The TF-IDF-ICSpF method 

obtained the highest accuracy compared to other methods, namely 88%. 

 

Based on several studies on text data classification, the methods applied in implementing an algorithm, 

from data selection to weighting, greatly influence the accuracy obtained. An Improved K-Nearest 

Neighbor algorithm was chosen for this study because its k-value was not fixed for each class, so the results 

obtained are for classifying data of various classes more efficiently. The author proposes that the difference 

in the research is using the TF-IDF-ICSρF weighting method to classify text data of hate speech sentences 

on Twitter. The reason for carrying out this study, in general, is to minimize the problem of the large number 

of hate speech being spread through social media platforms to create comfort among social media users and 

specifically to test the text data classification model for hate speech on Twitter using the Improved-KNN 

algorithm with term weighting–TF-IDF-ICSρF so that knowledge can be obtained about how good the 

model produced by this method is. 

 

METHODS 

The method for carrying out processing in this study is explained in this session. From dataset preparation, 

a series of text preprocessing stages to clean data from things that interfere with the data processing process, 

transforming data into numerical form using the term weighting method to data mining and evaluation. The 

stages of this study are visualized in Figure 1. 

 

 
 

Figure 1. Proposed method's steps 
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Dataset 

This study uses the Indonesian multi-label hate speech and abusive language detection dataset from [12]. 

Dataset visualization is presented in Figure 2, which shows the data distribution from the dataset. The total 

data in the dataset amounts to 13,169 tweets containing hate speech, abusive sentences, and those containing 

neither, then divided into three types of labeling: by level, target, and category. Labels based on the level 

are divided into three classes: weak, medium, and strong. Labels based on targets are divided into two 

classes: hate speech aimed at individuals and groups. Labels based on categories are divided into five 

classes: religion, ethnicity, race, physical, and others (invective or slander). 

 

 
Figure 2. Multi-Label Hate Speech and Abusive Language Dataset visualization 

 

The type of labeling used in this study is based on categories, having five classes: religion, race, physical, 

gender, and others (invective or slander). An example of sample data is presented in Table 1. The total data 

for this type amounts to 5,401 tweets, but from this data, some tweets have more than one class category. 

What is used in this study is data that has only one class category so that the classification will be more 

specific; which of our data used 1,000 tweets to process. 

 

Table 1. Sample of tweet data from Indonesian Language 
Tweet Class 

USER USER Kaum cebong kapir udah keliatan dongoknya dari awal tambah dongok lagi hahahah' Religion 

RT USER USER USER PKI hanya muncul jika jelang pemilihan kepala daerah dan pemilihan 
presiden krn digoreng sampai gosong. 

Race 

USER Awaasss... Jgn sampe beritanya sampe ke akhi gerung! Ntar susah nyari kosakatany. klu bcr aja 

micingin mata, bibir monyong kesamping, suara keluar ky lg nhn kentut.. "politik kotor skl jmn ini!". 
Klu tahu brt ini.. Plng Sambil ky nhn ngeden.."dungu!". \xf0\x9f\x98\x8b 

Physical 

USER USER USER USER BANCI KALENG MALU GA BISA JAWAB PERTANYAAN KAMI 

DARI 2 HARI LALU.... NYUNGSEP KOE USER URL 

Gender 

- disaat semua cowok berusaha melacak perhatian gue. loe lantas remehkan perhatian yg gue kasih 

khusus ke elo. basic elo cowok bego ! ! !' 

Other 

 

Text Preprocessing 

Text preprocessing is a stage of changing unstructured data into structured data. Text preprocessing aims 

to make it easier to process data for processing at the next stage. Figure 3 shows the stages of implementing 

text preprocessing, which are often carried out 
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Figure 3. Text preprocessing stage 

 

The following is an explanation of the stages in the text preprocessing process: 

1) Cleaning is the process of cleaning attributes unrelated to the data’s information, such as hashtags, 

URLs, mentions, and emoticons. 

2) Case Folding is a stage that changes all letters to lowercase. Case folding only processes the letters "a" 

to "z" or the letters of the alphabet. 

3) Tokenizing is the process of separating each word that makes it up. Each word will then be given a 

weight based on its value. 

4) Normalization is the process of changing misspelled words or non-standard words into the standard 

language, such as the word "ngeliat" to "see." 

5) Stemming is the process of changing all words into basic words. The rules for changing a word into a 

base word are based on the rules of morphology in Indonesian. 

 

TF-IDF-ICSρF 

TF-IDF-ICSρF is a development of the TF-IDF method. TF-IDF is a method that is generally used to 

determine the relationship of words (terms) to a document or sentence by assigning a weight or value to 

each word. The Term Frequency Inverse Document Frequency (TF-IDF) method combines the concept of 

the Inverse Frequency of a word in a document and the Inverse Document Frequency that contains that 

word. The weight calculation uses Term Frequency Inverse Document Frequency (TF-IDF), first 

calculating the TF value per word with the weight of each word. The Term Frequency Inverse Document 

Frequency (TF-IDF) calculation is explained in the following equation: 

1) The Term Frequency (TF) value is obtained from the frequency of appearance of feature t in the 

document: 

𝑇𝐹𝑡 = (𝑡, 𝑑) (1) 

2) The Inverse Document Frequency value is obtained from the logarithm of the number of documents 

n divided by documents df containing feature t: 

𝐼𝐷𝐹𝑡 = log
𝑛

𝑑𝑓(𝑡)
+ 1 (2) 

3) The Term Frequency Inverse Document Frequency (Wt) value is obtained by replacing the TF value 

with IDF: 

𝑊𝑡 = 𝑇𝐹𝑡 × 𝐼𝐷𝐹𝑡  (3) 

 

ICSρF calculates document density in the category space based on each term. ICSρF is multiplied by TF-

IDF to produce TF-IDF-ICSρF. This term weighting method is used to improve classification performance. 

Identical documents associated with a particular term may be a subsection of a particular category. TF-IDF-

ICSρF begins by calculating the class density (Cρ), namely counting documents that contain terms in a 

particular category (𝑐𝑘) with the following equation: 

𝐶𝜌(𝑡𝑖) =
𝑛𝑐𝑘(𝑡𝑖)

𝑁𝑐𝑘

 (4) 

Then proceed with calculating the classroom density, namely the sum of the densities of all existing classes 

(𝐶𝑆ρ), with the following equation: 

𝐶𝑆𝜌(𝑡𝑖) =∑ 𝐶𝜌(𝑡𝑖)
𝑐𝑘

 (5) 
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Then the results of the class density (𝐶𝑆ρ(𝑡𝑖)) are inverted with the following equation: 

𝐼𝐶𝑆𝜌𝐹(𝑡𝑖) = log (
𝐶

𝐶𝑆𝜌(𝑡𝑖)
) (6) 

 

The next step is to multiply the results of the inverse class density of term i (𝐼𝐶𝑆ρ𝐹(𝑡𝑖)) with TF-IDF, as in 

the following equation: 

𝑊𝑇𝐹×𝐼𝐷𝐹×𝐼𝐶𝑆𝜌𝐹(𝑡𝑖,𝑑𝑗,𝑐𝑘)
= 𝑡𝑓𝑡𝑖𝑑𝑗 

× (log
1 + 𝑛

1 + 𝑑𝑓(𝑡𝑖)
+ 1) 

× (log
1 + 𝑐

1 + 𝐶𝑆𝜌(𝑡𝑖)
+ 1) 

(7) 

 

Improved KNN 

Improved K-Nearest Neighbor (IKNN), namely KNN with different k-values for each class, differs from 

KNN classification which uses a fixed k-value. The distribution of documents from various classes in the 

training data set is generally uneven. Some classes may have more samples than others. Therefore, a fixed 

value of k may cause classes with a more significant number of samples to be selected, even though this is 

not correct. Using 𝑘 initial nearest neighbors, the probability that a document belongs to a particular class 

can be determined using n nearest neighbors for that class, where n (the new k value) comes from the initial 

k, according to the size of that class in the training data set, where 𝑛 is shown in the following equation:  

 

𝑛 = [
𝑘𝑥𝑁(𝐶𝑚)

𝑚𝑎𝑥{𝑁(𝐶𝑗|𝑗 = 1,… , 𝑁𝑐)}
] (8) 

 

Next, the probability of the test document entering each available class will be calculated, which is 

represented by the following equation: 

 

𝑃(𝑥, 𝐶𝑚) = 𝑎𝑟𝑔𝑠𝑀𝑎𝑥𝑚
∑ 𝑠𝑖𝑚(𝑥, 𝑑𝑗)𝑦(𝑑𝑗 , 𝐶𝑚)
𝑛
𝑖=1

∑ 𝑠𝑖𝑚(𝑥, 𝑑𝑗)
𝑛
𝑖=1

 (9) 

 

K-Fold Cross Validation 

K-Fold Cross Validation is a method that can check overfitting in a model. Overfitting is a large deviation 

in predicting data, while model fit is essential in classification and regression problems. This aspect shows 

how far a model is in predicting new data that was not previously trained. Figure 4 illustrates the process 

of implementing K-Fold Cross Validation. 

 

 
Figure 4. K-fold cross validation 
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Data divided into k parts allows each part of the data to stop predicting the data more quickly than if it were 

not divided first. In K-Fold Cross Validation, the model that has been created is divided into k parts that are 

the same or close in size. The model’s accuracy will be tested using test data at each fold, and continuing 

to the next fold until completion. Accuracy will be totaled and divided by the number k. 

 

Confusion Matrix 

Confusion matrix is a tool that analyzes how a classification model recognizes tuples from different data. 

Confusion Matrix is a reference for representing predictions and actual conditions from data produced by 

machine learning. Confusion Matrix can provide comparative information on classification results such as 

calculating accuracy, precision, recall and F-Measure values. The illustration is shown in Figure 5. Below 

is an explanation of each value: 

 

 
Figure 5. Confussion matrix 

 

RESULTS AND DISCUSSIONS 

This section will explain the results of data processing from the planned method. To apply the method and 

visualization of this study using the PHP and JavaScript programming languages. The PHPML library assist 

in its development to implement machine learning, and the Sastrawi library for stemming purposes in the 

preprocessing process. After the tweet data has been prepared, it enters the text preprocessing stage to clean 

the tweet corpus data. Table 2 shows the results of the text preprocessing of sample data, which has gone 

through the cleaning, case folding, tokenizing, normalization, and stemming processes. 

 

Table 2. Text preprocessing results 
data Preprocessing result 

1 kaum, cebong, kafir, lihat, dongok, awal, tambah, dungu, haha 
2 partai, komunis, indonesia, muncul, jelang, pilih, kepala, daerah, pilih, presiden, goreng, gosong 

3 awaasss, jangan, berita, saudara, gerung, susah, cari, kosakata, kalau, bocor, picing, mata, bibir, monyong, 

samping, suara, keluar, ky, nhn, kentut, politik, kotor, sekali, zaman, kalau, tahu, brt, pulang, ky, nhn, 
ngeden, dungu 

4 banci, kaleng, malu, jawab, pe, anyaan, hari, lalu, nyungsep, koe 

5 semua, cowok, usaha, lacak, perhati, gue, kamu, lantas, remeh, perhati, gue, kasih, khusus, kamu, basic, 
kamu, cowok, bego 

 

After the data is ready to be processed, it enters the transformation stage using the term weighting method, 

in this case, TF-IDF and TF-IDF-ICSρF. This weighting method produces a weight for each term contained 

in the corpus. Table 3 shows an example of the weight of each word produced. From this data 

transformation, a total of 2,601 terms were successfully extracted. In other words, 2,601 features will 

represent each corpus row. 
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Table 3. Weight of each term 
term IDF ICSρF 

kaum 5.018383021419056 2.7068618652509526 
cebong 3.8657035114806706 2.5659197797688202 

kafir 3.9967317738870745 2.561844413679518 

lihat 4.443018876515493 2.6438739612068733 
dongok 6.116995310087166 2.765816222916989 

awal 5.711530201979001 2.7521522299555157 

tambah 6.116995310087166 2.766611466585026 
dungu 4.412247217848741 2.647659127121528 

haha 4.650658241293739 2.669237451835971 

partai 3.454407483061713 2.4471306959548453 
banci 4.102092289544901 2.552790876769448 

bego 5.343805421853684 2.7398840436095835 

 

Then, the data is processed using the k-fold cross-validation method with a value of k=10 and two schemes, 

the first using TF-IDF with KNN and the second using TF-IDF-ICSρF with Improved KNN. In the first 

scheme, the highest accuracy was obtained from the eighth fold with a value of 76.53% and precision, 

recall, and f1-score values of 77.82%, 76.27%, and 76.64%. The lowest accuracy was produced from the 

seventh fold with a value of 62.24% and precision, recall, and f1-score values of 64.35%, 63.92%, and 

63.96%. Then, the second scheme produced the highest accuracy obtained from the 10th fold with a value 

of 92.09% and precision, recall, and f1-score values of 94.96%, 91.32%, and 92.41%. The lowest accuracy 

was produced from the seventh fold with a value of 82.90% and precision, recall, and f1-score values of 

85.70%, 82.42%, and 83.43%. Table 4 and Table 5 show the details of the results of the two schemes. 

 

Table 4. TF-IDF + KNN results 
fold accuracy precission recall f1-score 

1 0.714286 0.762625 0.708205 0.720644 

2 0.744898 0.805000 0.738761 0.749358 

3 0.744898 0.745411 0.755855 0.740493 
4 0.693878 0.715261 0.688269 0.695727 

5 0.714286 0.733249 0.710321 0.715137 

6 0.673469 0.700175 0.671774 0.676588 
7 0.622449 0.643549 0.639252 0.639689 

8 0.765306 0.778288 0.762735 0.766448 

9 0.642857 0.646616 0.643440 0.641073 
10 0.714286 0.729267 0.724915 0.721501 

 

Table 5. TF-IDF-ICSρF + Improved KNN Results 
fold accuracy precission recall f1-score 

1 0.880102 0.919934 0.877924 0.891614 

2 0.839286 0.891014 0.839014 0.851601 

3 0.910714 0.929591 0.906813 0.904188 
4 0.900510 0.929580 0.904291 0.911106 

5 0.880102 0.900391 0.869313 0.878141 

6 0.890306 0.928421 0.883565 0.898802 
7 0.829082 0.857044 0.824206 0.834345 

8 0.869898 0.912570 0.861621 0.873772 

9 0.890306 0.900531 0.879227 0.883748 
10 0.920918 0.949646 0.913287 0.924160 

 

After the results of each scheme have been obtained, the next step is the evaluation process by comparing 

the average of these results. Table 6 shows comparative statistics of the results obtained using the TF-IDF-

ICSρF term weighting method with Improved KNN that can produce higher accuracy values when 

classifying data with a large number of classes and the amount of data in each class is not balanced. 

 

Table 6. Comparison of average results 
value TF-IDF + KNN TF-IDF-ICSρF + 

Improved KNN 

statistic 

accuracy 70,30% 88,11% +17,81% 

precission 72,59% 91,18% +18,59% 
recall 70,43% 87,59% +17,16% 

f1-score 70,66% 88,51% +17,85% 
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The comparison results show that the TF-IDF-ICSρF term weighting method and the Improved KNN 

classification algorithm are pretty effective in classifying text data with many class labels, in this case, five 

classes. Several results from previous research have several advantages and disadvantages in terms of the 

application of the methods used in classifying data into existing classes. Some use the term weighting 

method, which does not have the characteristic weights for each class but uses a classification algorithm 

that calculates them. Some use the term weighting method, which represents class weights but does not 

implement an algorithm that calculates them. Some have used both, but the data does not have many classes. 

In this study, the term weighting method is applied, which calculates each class’s weight representation and 

implements an algorithm that can solve multiclass problems. The data used has many classes and the results 

of this series of methods are quite effective. 

 

CONCLUSION 

A study regarding the classification of hate speech sentences using the Improved K-Nearest Neighbor and 

TF-IDF-ICSρF algorithms has been successfully carried out and obtained good results. Using the Improved 

K-Nearest Neighbor and TF-IDF-ICSρF algorithms to classify hate speech sentences obtained an average 

accuracy of 88.11%, 17.81% higher than the K-Nearest Neighbor and TF-IDF algorithms with the same 

data and parameters. That is 70.30%. Based on accuracy results, it can be concluded that the Improved K-

Nearest Neighbor and TF-IDF-ICSρF algorithms can effectively be used to classify hate speech sentences 

and obtain excellent and quiet accuracy. Suggestions for future studies are expected to use more relevant 

data along with class labels given following linguistic rules and specified rules, then also try to apply the 

feature extraction method so that when using many data, it is more effective because more data means more 

features extracted which means longer processing time required. 

 

REFERENCES 
[1] H. Margono, X. Yi, and G. K. Raikundalia, “Mining Indonesian cyber bullying patterns in social 

networks,” Conf. Res. Pract. Inf. Technol. Ser., vol. 147, no. ACSC, pp. 115–124, 2014. 

[2] Y. F. Safri, R. Arifudin, and M. A. Muslim, “K-Nearest Neighbor and Naive Bayes Classifier 

Algorithm in Determining The Classification of Healthy Card Indonesia Giving to The Poor,” vol. 

5, no. 1, pp. 9–18, 2018. 

[3] T. Santarius et al., “Digitalization and Sustainability: A Call for a Digital Green Deal,” Environ. 

Sci. Policy, vol. 147, no. June, pp. 11–14, 2023, doi: 10.1016/j.envsci.2023.04.020. 

[4] H. Chang, Q. Ding, W. Zhao, N. Hou, and W. Liu, “The digital economy, industrial structure 

upgrading, and carbon emission intensity —— empirical evidence from China’s provinces,” 

Energy Strateg. Rev., vol. 50, no. December 2022, p. 101218, 2023, doi: 

10.1016/j.esr.2023.101218. 

[5] M. Matthess, S. Kunkel, M. F. Dachrodt, and G. Beier, “The impact of digitalization on energy 

intensity in manufacturing sectors – A panel data analysis for Europe,” J. Clean. Prod., vol. 397, 

no. December 2022, p. 136598, 2023, doi: 10.1016/j.jclepro.2023.136598. 

[6] S. Perera, N. Meedin, M. Caldera, I. Perera, and S. Ahangama, “A comparative study of the 

characteristics of hate speech propagators and their behaviours over Twitter social media platform,” 

Heliyon, vol. 9, no. 8, p. e19097, 2023, doi: 10.1016/j.heliyon.2023.e19097. 

[7] A. M. U. D. Khanday, S. T. Rabani, Q. R. Khan, and S. H. Malik, “Detecting twitter hate speech 

in COVID-19 era using machine learning and ensemble learning techniques,” Int. J. Inf. Manag. 

Data Insights, vol. 2, no. 2, p. 100120, 2022, doi: 10.1016/j.jjimei.2022.100120. 

[8] A. Muzakir, H. Syaputra, and F. Panjaitan, “A Comparative Analysis of Classification Algorithms 

for Cyberbullying Crime Detection: An Experimental Study of Twitter Social Media in Indonesia,” 

Sci. J. Informatics, vol. 9, no. 2, pp. 133–138, 2022, doi: 10.15294/sji.v9i2.35149. 

[9] H. A. Santoso, E. H. Rachmawanto, and U. Hidayati, “Fake Twitter Account Classification of Fake 

News Spreading Using Naïve Bayes,” Sci. J. Informatics, vol. 7, no. 2, pp. 228–237, 2020, [Online]. 

Available: http://journal.unnes.ac.id/nju/index.php/sji 

[10] E. Maryani, D. Rahmawan, and I. Garnesia, “The Mediatization of ‘SARA’ Conflict in Indonesian 

Online Media,” J. ASPIKOM, vol. 4, no. 1, p. 184, 2019, doi: 10.24329/aspikom.v4i1.526. 

[11] G. T. Siregar, S. Amry Siregar, and R. Silaban, “Legal Implementation of Electronic Information 

and Transaction Law in Preventing the Spread of Content Containing SARA Issues through Social 

Media,” Int. J. Innov. Creat. Chang., vol. 13, no. 10, pp. 1418–1431, 2020, [Online]. Available: 

www.ijicc.net 

[12] M. O. Ibrohim and I. Budi, “Multi-label Hate Speech and Abusive Language Detection in 

Indonesian Twitter,” in Proceedings of the Third Workshop on Abusive Language Online, 2019, 



 

Scientific Journal of Informatics, Vol. 11, No. 1, Feb 2024 | 29  
 

pp. 46–57. doi: 10.18653/v1/W19-3506. 

[13] Elan, S. Ampuan, and J. Girsang, “The Effectiveness Of The Ite Law In Handling Hate Speaking 

Through Social Media In Batam City,” Leg. Br., vol. 11, no. 3, pp. 1794–1799, 2022, doi: 

10.35335/legal. 

[14] S. A. Yana and B. T. Bawono, “Effectiveness of Implementing ITE Laws and Investigations of 

Damnation through Social Media,” Law Dev. J., vol. 2, no. 3, p. 433, 2020, doi: 

10.30659/ldj.2.3.433-440. 

[15] Y. Mandasari Saragih, M. Ihwanuddin Hasibuan, R. Nur Ilham, R. Pratama Ginting, and Sardi, 

“Juridical Study Of The Criminal Acts Of Defense In View From The Ite Law Number 19 Of 

2016,” Int. J. Educ. Rev. Law Soc. Sci., vol. 3, no. 3, pp. 1100–1106, 2023. 

[16] I. Koto, “Cyber Crime According to the ITE Law,” Int. J. Reglem. Soc. (IJRS, no. August, pp. 103–

110, 2021, doi: 10.55357/ijrs.v2i2.124. 

[17] Y. D. Rahayu, L. A. Muharrom, I. S. Windiarti, and A. H. Sugianto, “A Systematic Literature 

Review of Multimodal Emotion Recognition,” Sci. J. Informatics, vol. 10, no. 2, pp. 159–176, 2023, 

doi: 10.15294/sji.v10i2.43792. 

[18] W. Budiawan Zulfikar, A. Rialdy Atmadja, and S. F. Pratama, “Sentiment Analysis on Social 

Media Against Public Policy Using Multinomial Naive Bayes,” Sci. J. Informatics, vol. 10, no. 1, 

pp. 25–34, 2023, doi: 10.15294/sji.v10i1.39952. 

[19] H. T. Ismet, T. Mustaqim, and D. Purwitasari, “Aspect Based Sentiment Analysis of Product 

Review Using Memory Network,” Sci. J. Informatics, vol. 9, no. 1, pp. 73–83, 2022, doi: 

10.15294/sji.v9i1.34094. 

[20] S. Fransiska and A. I. Gufroni, “Sentiment Analysis Provider by.U on Google Play Store Reviews 

with TF-IDF and Support Vector Machine (SVM) Method,” Sci. J. Informatics, vol. 7, no. 2, pp. 

2407–7658, 2020, [Online]. Available: http://journal.unnes.ac.id/nju/index.php/sji 

[21] R. Jayapermana, A. Aradea, and N. I. Kurniati, “Implementation of Stacking Ensemble Classifier 

for Multi-class Classification of COVID-19 Vaccines Topics on Twitter,” Sci. J. Informatics, vol. 

9, no. 1, pp. 8–15, 2022, doi: 10.15294/sji.v9i1.31648. 

[22] A. Y. W. Finansyah, F. Afiahayati, and V. M. Sutanto, “Performance Comparison of Similarity 

Measure Algorithm as Data Preprocessing Stage: Text Normalization in Bahasa,” Sci. J. 

Informatics, vol. 9, no. 1, pp. 1–7, 2022, doi: 10.15294/sji.v9i1.30052. 

[23] F. H. Khan, S. Bashir, and U. Qamar, “TOM: Twitter opinion mining framework using hybrid 

classification scheme,” Decis. Support Syst., vol. 57, no. 1, pp. 245–257, 2014, doi: 

10.1016/j.dss.2013.09.004. 

[24] U. I. Larasati, M. A. Muslim, R. Arifudin, and A. Alamsyah, “Improve the Accuracy of Support 

Vector Machine Using Chi Square Statistic and Term Frequency Inverse Document Frequency on 

Movie Review Sentiment Analysis,” Sci. J. Informatics, vol. 6, no. 1, pp. 138–149, 2019, doi: 

10.15294/sji.v6i1.14244. 

[25] A. Aristo Jansen Sinlae, D. Alamsyah, L. Suhery, and F. Fatmayati, “Classification of Broadleaf 

Weeds Using a Combination of K-Nearest Neighbor (KNN) and Principal Component Analysis 

(PCA),” Sinkron, vol. 7, no. 1, pp. 93–100, 2022, doi: 10.33395/sinkron.v7i1.11237. 

[26] N. Hidayat, M. F. Al Hakim, and J. Jumanto, “Halal Food Restaurant Classification Based on 

Restaurant Review in Indonesian Language Using Machine Learning,” Sci. J. Informatics, vol. 8, 

no. 2, pp. 314–319, 2021, doi: 10.15294/sji.v8i2.33395. 

[27] K. Taunk, S. De, S. Verma, and A. Swetapadma, “A brief review of nearest neighbor algorithm for 

learning and classification,” 2019 Int. Conf. Intell. Comput. Control Syst. ICCS 2019, no. May, pp. 

1255–1260, 2019, doi: 10.1109/ICCS45141.2019.9065747. 

[28] N. P. Ririanti and A. Purwinarko, “Implementation of Support Vector Machine Algorithm with 

Correlation-Based Feature Selection and Term Frequency Inverse Document Frequency for 

Sentiment Analysis Review Hotel,” Sci. J. Informatics, vol. 8, no. 2, pp. 297–303, 2021, doi: 

10.15294/sji.v8i2.29992. 

[29] K. Chen, Z. Zhang, J. Long, and H. Zhang, “Turning from TF-IDF to TF-IGM for term weighting 

in text classification,” Expert Syst. Appl., vol. 66, pp. 1339–1351, 2016, doi: 

10.1016/j.eswa.2016.09.009. 

[30] G. Domeniconi, G. Moro, R. Pasolini, and C. Sartori, “A study on term weighting for text 

categorization: A novel supervised variant of tf.idf,” DATA 2015 - 4th Int. Conf. Data Manag. 

Technol. Appl. Proc., no. September, pp. 26–37, 2015, doi: 10.5220/0005511900260037. 

[31] N. R. Sulaiman and M. Md. Siraj, “Classification of Online Grooming on Chat Logs Using Two 

Term Weighting Schemes,” Int. J. Innov. Comput., vol. 9, no. 2, pp. 43–50, 2019, doi: 



30 | Scientific Journal of Informatics, Vol. 11, No. 1, Feb 2024 

 

10.11113/ijic.v9n2.239. 

[32] M. A. Fauzi, A. Z. Arifin, and A. Yuniarti, “Arabic book retrieval using class and book index based 

term weighting,” Int. J. Electr. Comput. Eng., vol. 7, no. 6, pp. 3705–3710, 2017, doi: 

10.11591/ijece.v7i6.pp3705-3711. 

 


