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Abstract. 

Purpose: This research proposes deep learning techniques to assist forensic analysis in drone accident cases. This 

process is focused on detecting attacking drones. In this research, we also compare several deep learning and make 

some comparisons of the best methods for detecting drone attackers. 

Methods: The methods applied in this research are YOLO, SSD, and Fast R-CNN. Additionally, to validate the 

effectiveness of the results, extensive experiments were conducted on the dataset. The dataset we use contains videos 

taken from drones, especially drone collisions. Evaluation metrics such as Precision, Recall, F1-Score, and mAP are 

used to assess the system's performance in detecting and classifying drone attackers.  

Results: This research show performance results in detecting and attributing drone-based threats accurately. In this 

experiment, it was found that YOLOV5 had superior results compared to YOLOV3 YOLOV4, SSD300, and Fast R-

CNN. In this experiment we also detected ten types of objects with an average accuracy value of more than 0.5. 

Novelty: The proposed system contributes to improving security measures against drone-related incidents, serving as 

a valuable tool for law enforcement agencies, critical infrastructure protection and public safety. Furthermore, this 

underscores the growing importance of deep learning in addressing security challenges arising from the widespread use 

of drones in both civil and commercial contexts. 
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INTRODUCTION 
Since the advent of drones in the last few years, it has been possible to make significant advancements in 

many fields, including agriculture, surveillance, and cinematography, which all have benefited greatly from 

the use of drones. Despite the numerous benefits these unmanned aerial vehicles (UAVs) are projected to 

bring, there have also been concerns about their potential misuse for malicious purposes, which has resulted 

in security concerns [1]. With the advent of drones becoming more accessible to the general public, the 

need for effective countermeasures to prevent unauthorized drone incursions has become increasingly 

important, especially given the fact that drones have become more accessible in recent years. As part of 

this study, we explored the use of deep learning techniques in the analysis of forensic data collected from 

drones in order to identify and detect potential attackers with the goal of contributing to the safety and 

security of drones in the future. 

 

The problem of unauthorized drone usage has not been effectively addressed by both law enforcement and 

security personnel because neither of them can address the problem effectively. It has become increasingly 

necessary to develop advanced detection and identification mechanisms due to the increase of incidents in 

which drones have breached restricted airspace or have been used for illegal purposes. In comparison to 

traditional methods, such as Radio Frequency (RF) signal analysis and visual inspection, more sophisticated 

methods possess limitations as far as pinpointing the operator behind the drone swiftly and accurately is 

concerned, especially when compared with traditional methods. Deep learning has enormous potential for 

enhancing the detection of drone thieves because of its ability to analyze complex data and recognize 

patterns as well as its ability to process complex data [2]. 
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To develop an effective framework for forensic analysis of drones in flight, deep learning algorithms will 

be used as part of this research in order to analyze drone-related data, including flight patterns, RF signals, 

and visual data, in order to develop an effective framework for drone-related forensic analysis [3]. Through 

the exploration of the unique signatures that drones and their operators leave behind in order to identify 

them, this study seeks to improve the accuracy and efficiency of identifying rogue drones. This research 

has the potential to contribute to the development of robust security measures aimed at protecting critical 

infrastructure, public events, and sensitive areas from drone attacks. 

 

The objectives of our study are to explore the methodology, data collection, and experimentation involved 

in our study, shedding light on how deep learning may be used to address the emerging challenges related 

to drone accidents, especially in attacked drone cases [4]. As part of this study, we explore the use of deep 

learning to assist forensic investigators in the process of investigating drone accidents. To validate an object 

detection model using deep learning methods, real-world data must be used to test its performance. This 

can be achieved by collecting a representative test dataset that has never been encountered during training 

or validation. This data should be preprocessed to meet the input requirements of the model. Then, generate 

predictions based on the test data. It is possible to refine the predictions through post-processing, such as 

non-maximum suppression. Evaluation metrics include Intersection over Union (IoU), precision, recall, 

Average Precision (AP), and Mean Average Precision (mAP) to quantify performance. Visual inspection 

of the results provides qualitative insights. The main contribution of this research is the recommendation 

of a deep learning method to detect drone attackers. This result may help the forensic investigator determine 

what caused the drone accident. 

 

METHODS 

In Figure 1, we can see how the experiments were carried out according to the method we used. In this 

experiment, the visual data that has been collected from the drone will be used as the starting point. In this 

experiment, we will be using a dataset from ColaNet [5], which will be used for the analysis. There are a 

total of 100 videos in this dataset that show a drone that has been attacked by animals, another drone, and 

etc. The data we used in this experiment consisted of two types, which included both video data and image 

data. We also used a pre-trained deep learning model to process the data. This model was trained to detect 

and classify the type of objects present in the videos. Finally, we used the model to analyze the data 

collected from the drone. 

 

 
Figure 1. Diagram flow of experiments 

 

Additionally, we processed the dataset using a number of deep learning methods, such as YOLOV3 [6], 

YOGOV4 [7], YOGOV5 [8], SSD (Single Shot MultiBox Detector) [9] as well as Faster R-CNN [10]. As 

a result, in order to evaluate the performance of each technique, we examined a number of parameters such 

as precision, recall, f1-score, mAP, and IoU for the specific object at hand. In this section of the article, we 

will discuss each of the deep learning methods in more detail in each of the subsections. 

 

YOLO (You Only Look Once) 

The YOLO (You Only Look Once) method is a popular object detection algorithm in computer vision that 

is known for its speed and accuracy. Unlike traditional object detection methods that involve multiple stages 

and region proposals, YOLO takes a different approach by directly predicting bounding boxes and class 

probabilities in a single pass through the neural network [6,7,8,11]. 

 

In YOLO, the input image is divided into a grid, typically, for example, a 7x7 or 13x13 grid, depending on 

the YOLO version. Each grid cell is responsible for predicting objects within its boundaries. For each grid 
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cell, YOLO predicts multiple bounding boxes (usually 2 or 3) and associated class probabilities. These 

bounding boxes are represented by their center coordinates (x, y), width (w), height (h), and the confidence 

score (conf) indicating how likely it is that the box contains an object [12]. The class probabilities represent 

the likelihood of the detected object belonging to a specific class from a predefined set of classes. 

 

The YOLO method can be summarized with an equation for each bounding box prediction within a grid 

cell: 

 

    𝐵𝑖 = (𝑥, 𝑦, 𝑤, ℎ, conf, 𝑃1, 𝑃2,… , 𝑃𝐶)     (1) 
Where: 

• Bi represents the i-th bounding box prediction within a grid cell.  

• x and y are the normalized center coordinates of the bounding box relative to the grid cell's 

dimensions.  

• w and ℎ represent the width and height of the bounding box, also normalized.  

• conf is the confidence score indicating the likelihood of an object being present.  

• P1, P2,……,PC are class probabilities for each of the C classes. 
 

YOLO uses these predictions to generate a set of bounding boxes and their associated class labels for objects 

in the image. By applying non-maximum suppression (NMS) to filter out redundant bounding boxes and 

keeping only the most confident ones, YOLO can provide accurate and efficient object detection results, 

making it suitable for real-time applications. Furthermore, YOLO can describe using Figure 2 that show 

the workflow of YOLO [8]. 

 

 
Figure 2. Fast R-CNN workflow diagram 

 

In general YOLO have three main process such as backbone, PANet, and output.  In the backbone layer, 

the YOLO process starts by dividing the image into N grids, having an equal dimensional region of S × S. 

Each grid is responsible for detecting and localizing objects within, and it can also be called 

BottleNeckCSP. Therefore, these grids calculate the bounding box as well as the object label. In addition, 

the algorithm determines the probability of an object being presented in the cell. It can be called Spatial 

Pyramid Pooling (SPP). Since both detection and recognition of the image are handled by the cells in the 

image, this process reduces computational time significantly. As a result, it generates a lot of duplicate 

predictions. This is because multiple cells predict the same object with different bounding boxes and its 
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process in Path Aggregation Net (PANet) [13]. To resolve this issue, YOLO uses non-maximal suppression. 

As a result, YOLO suppresses all bounding boxes having lower probability scores. In YOLO, each decision 

is assessed based on the object's probability, then select the object with the highest probability. 

 

Single Shot MultiBox Detector (SSD) 

The Single Shot MultiBox Detector (SSD) is a real-time object detection algorithm that combines high 

detection accuracy with impressive speed [9]. SSD is designed to simultaneously predict multiple bounding 

boxes and class scores at different scales within a single pass through a neural network. It achieves this by 

utilizing a set of predefined anchor boxes, which represent various aspect ratios and sizes. SSD achieves its 

multi-scale detection by incorporating feature maps from different layers of a convolutional neural network 

(CNN). Each layer of the network is responsible for predicting bounding boxes at a specific scale, with 

anchor boxes tailored to that scale [14]. This enables SSD to handle objects of varying sizes and aspect 

ratios effectively. The predictions across all scales are then used to generate a set of candidate bounding 

boxes, which may overlap. To refine the final set of detections, non-maximum suppression (NMS) is 

applied. NMS eliminates redundant bounding boxes by keeping the ones with the highest confidence scores 

and suppressing others that overlap significantly. 

 

 
Figure 3. Workflow diagram of SSD 

 

In Figure 3 show us the SSD is build from CNN (Convolutional Neural network) architecture this process 

have several a layer. The VGG-16 layer contain 16 layers of convolutional and fully connected layers. It is 

used as the base network to extract features from the input image. The next layer is extra feature layers, in 

these layer have additional convolutional layers that are added on top of the VGG-16 model to extract more 

fine-grained features from different scales of the image. Furthermore, in layer object detection heads 

contain two parallel branches of convolutional layers that are attached to each feature layer [15]. One branch 

predicts the class labels of the objects in the image, and the other branch predicts the bounding boxes of the 

objects. Finally in non-maximum suppression is post-processing step that removes overlapping and 

redundant bounding boxes and selects the most confident ones for each object class. 

 

Faster R-CNN 

Faster R-CNN (Region-based Convolutional Neural Network) is a state-of-the-art object detection 

framework that combines deep learning and region proposal networks for highly accurate and efficient 

object detection [10]. It introduced the idea of using a region proposal network (RPN) to generate potential 

object locations in an image and then jointly predicts object bounding boxes and class probabilities. Faster 

R-CNN's innovation lies in its ability to efficiently propose object regions using the RPN and then refine 

these proposals with a deep convolutional network. This framework has significantly improved the 

accuracy and speed of object detection, making it a key milestone in the development of modern object 

detection algorithms [16]. 

 

Faster R-CNN's combination of region proposal and object classification networks has significantly 

improved object detection performance, making it a cornerstone in the development of advanced object 

detection methods. This framework is highly versatile and can be adapted for various object detection tasks, 

including detecting objects of different sizes, shapes, and categories within complex scenes [17]. The RPN 

in Faster R-CNN learns to propose regions effectively, and the subsequent stages fine-tune these proposals 

to accurately predict object bounding boxes and class labels. This process not only enhances accuracy but 

also offers flexibility in handling a wide range of object detection challenges. 
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One notable advantage of Faster R-CNN is that it can leverage pre-trained CNN models as a backbone 

network, such as VGG, ResNet, or Inception, to extract meaningful features from images. This transfer 

learning capability further boosts its performance, particularly when dealing with limited labeled data. 

 

Overall, Faster R-CNN has paved the way for advanced object detection techniques and architectures, 

contributing to the development of real-world applications in fields like autonomous driving, image 

analysis, and video surveillance, where precise and efficient object detection is essential [18]. 

 

 
Figure 4. Diagram workflow of Faster R-CNN 

 

In Figure 4 show the Faster R-CNN consists of two modules namely Region Proposal Network (RPN) and 

Fast R-CNN detector [19]. The first process is RPN takes an image as input and generates a set of region 

proposals, which are candidate bounding boxes that may contain objects. The Fast R-CNN detector takes 

the region proposals and the feature map from the RPN as input and performs classification and regression 

on each proposal to produce the final object detection results [20]. 

 

RESULTS AND DISCUSSIONS  

This section will present the test results from the existing methods for drone forensic investigation, as well 

as the results from applying deep learning to the drone forensic investigation process, especially in the 

situation of an attacked drone. In this experiment, five deep learning methods have been implemented such 

as YOLOV3, YOLOV4, YOLOV5, SSD300, and fast R-CNN. Several methods were tested to find the 

most effective one to detect objects and to see how good each method would perform. In this experiment, 

mean Average Precision (mAP) was used as the evaluation metric in order to measure the performance. 

The results of this test are depicted in Figure 5. 

 

   
Figure 5. The result of experiments 

 

The image in Figure 5 is the result of the deep learning algorithm that was used to process the image. In 

order for the object to be marked, a box detection is used. Also, there is a value that has been placed in the 

box that represents how accurate the object is that is inside the box. This value can range from 0 to 1, with 

1 being the most accurate. The accuracy is determined by the algorithm's ability to recognize and identify 

the objects in the image. The higher the accuracy, the more reliable the algorithm is. A comparison of the 

performance of each method is also shown in Table 1. 
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Table 1. Result of experiment 
Measure YOLOV3 YOLOV4 YOLOV5 SSD300 Fast R-CNN 

Precission 0.75 0.70 0.82 0.73 0.76 

Recall 0.43 0.60 0.72 0.55 0.57 

F1-Score 0.57 0.66 0.70 0.64 0.62 

mAP 0.48 0.63 0.71 0.52 0.63 

 

In Table 1 we can see that YOLOV5 has outperformed values in each parameter such as precision, recall, 

F1-score, and mAP. This could be because YOLOv5 may have an architecture that is better suited to object 

detection tasks, allowing it to capture more complex patterns and relationships in the data. Also YOLOv5 

might achieve better results while being more computationally efficient. It's essential to note that the 

specific reasons for YOLOv5's superior performance would depend on the details of the experiment, 

including the dataset, model configuration, training process, and evaluation criteria. Nonetheless, when 

YOLOv5 consistently outperforms other models in these metrics, it indicates its strength in object detection 

tasks. Furthermore YOLOv5 may have a more extensive and deeper network architecture, allowing it to 

learn more complex features and patterns within the data. This increased capacity can lead to better object 

detection performance, especially for small or closely packed objects. As is a powerful backbone network, 

such as CSPDarknet53, which enhances feature extraction capabilities. This can be crucial for detecting 

objects in cluttered scenes and in YOLOV5 we have optimized object detection head which is optimized to 

generate more accurate bounding box predictions and confidence scores, contributing to better precision 

and recall. 

 

In this experiment we also test each model to detect the object on drone accident dataset. In Table 2 shown 

the result of accuracy of object detection in each deep learning method. 

 

Table 2. Accuracy value on object 
Object YOLOV3 YOLOV4 YOLOV5 SSD300 Fast R-CNN 

Person 0.42 0.49 0.86 0.67 0.72 

Bird 0.56 0.52 0.72 0.58 0.65 

Dog 0.78 0.75 0.73 0.68 0.70 

Car 0.72 0.62 0.82 0.74 0.80 

Ball 0.41 0.62 0.42 0.55 0.60 

Tree 0.14 0.18 0.12 0.21 0.11 

Drone 0.12 0.17 0.23 0.18 0.32 

Baloon 0.48 0.53 0.86 0.25 0.32 

Lamp 0.23 0.32 0.27 0.21 0.42 

 

As shown in Table 2 in this scenario we use ten objects namely person, bird, dog, car, ball, tree, drone, 

baloon and lamp. The selected object choosen because the object have show many in frame on dataset 

colaNet. As the result, the accuracy detection of each object using YOLOV3, YOLOV4, YOLOV5, 

SSD300, and Fast R-CNN have variated value in each object. It can be because model that have installed 

on each method. As we know the object detection depend on model that build before. The dataset for 

training the model may have various a number on each object. In this result we know the YOLOV5 can 

detect many object well, it can be seen on value of accuracy in ten object that test. 

 

CONCLUSION 

In conclusion, the experimental results demonstrate that YOLOv5 outperforms YOLOv3, YOLOv4, 

SSD300, and Fast R-CNN in multiple critical metrics for object detection tasks. These superior performance 

metrics include F1 Score, Recall, Precision, and mAP (mean Average Precision). The advantages of 

YOLOv5 likely stem from a combination of architectural improvements, better training techniques, 

efficient model design, and potentially optimized hyperparameters. YOLOv5's success in achieving higher 

F1 Score, Recall, Precision, and mAP signifies its ability to accurately detect objects while minimizing 

false positives, identify a higher percentage of actual objects, strike a balance between Precision and Recall, 

and perform well in terms of ranking and categorizing objects across various classes. These results make 

YOLOv5 a compelling choice for object detection tasks, as it exhibits enhanced performance and efficiency 

compared to its predecessors (YOLOv3, YOLOv4), SSD300, and Fast R-CNN. However, the specific 

advantages may vary based on the experimental setup, data, and application requirements, but overall, 

YOLOv5's superiority in these metrics underscores its effectiveness in the field of object detection. 
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In the future, the implemented of deep learning model in real drone espescially the best model of this study 

namely YOLOV5. In addition, deep learning techniques can used in many data that took from drone and 

make the drone have mini blackbox inside the drone. 
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