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Abstract
 

_________________________________________________________________ 
The government has made various efforts to reduce poverty in Indonesia. However, based on the 

World Population Review report, Indonesia is still ranked as the 73rd poorest country in the 

world in 2022 based on the value of gross national income. Therefore, it is necessary to identify 

the factors that affect poverty. This research was conducted by comparing classical, spatial lag, 

and spatial error regression, and the best model will be selected. The results show that the spatial 

error regression model is the best, based on the highest coefficient of determination and the lowest 

Akaike's information criterion value. Based on the best model, it is found that the expected years 

of schooling, the rate of gross regional domestic product, the percentage of households that have 

access to proper sanitation services, and the percentage of households with electric lighting 

sources have a significant effect on the percentage of poor people. The percentage of poor people 

in a province is also influenced by the percentage of poor people in the surrounding provinces. 

The results of this simulation can help the government take initiatives or policies aimed at 

reducing poverty in Indonesia based on variables that affect poverty. 
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INTRODUCTION 

One of the critical goals of the Indonesian 

government is to reduce the proportion of poor 

people in the country. The government has made 

efforts to decrease the poverty rate by 

implementing several empowerment programs 

aimed at increasing productivity and enhancing 

the economic capacity of the community 

(Gunartha & Utama, 2020). People must meet 

their fundamental demands for food and non-

food to live a decent life. This condition is known 

as poverty. Low income levels that make it 

impossible to achieve essential living standards 

like health and education constitute poverty 

(Corral et al., 2020).  

Efforts to reduce poverty align with one of 

the Sustainable Development Goals (SDGs), a 

global agenda to improve people's economic 

welfare. The first goal of the SDGs is to end 

poverty in all its forms everywhere, making 

poverty eradication the primary objective 

underlying the other goals established within the 

SDGs (United Nations Development 

Programme, 2022). According to the Republic of 

Indonesia Law Number 25 of 2000 concerning 

national development programs, the 

government's efforts to reduce poverty in 

Indonesia are divided into two main parts: 

protecting groups of people experiencing 

temporary poverty and helping those 

experiencing chronic poverty by empowering 

them and preventing new poverty.  

These efforts are implemented through 

three programs designed to assist people 

experiencing poverty: the provision of 

necessities, the development of the social security 

system, and the promotion of a business culture 

(Mahkamah Konstitusi Republik Indonesia, 

2000). However, according to the World 

Population Review report, in 2022, Indonesia is 

expected to remain the world's poorest country 

regarding Gross National Income (GNI), with a 

GNI per capita of US$3,870 in 2020. Indonesia 

ranks 6th in terms of low-income status 

compared to other ASEAN countries, trailing 

behind Myanmar, Cambodia, Timor Leste, 

Vietnam, and the Philippines (World Population 

Review, 2022). Although Indonesia does not 

rank high among low-income countries in 

ASEAN, the percentage of poor people in 

Indonesia increased by 0.03% in September 2022 

compared to March 2022. As a result, the number 

of poor people in September 2022 reached 26.36 

million, an increase of 0.20 million from March 

2022 (BPS, 2022). Thus, poverty remains a severe 

problem in Indonesia, making it necessary to 

identify and address the factors influencing 

poverty.   

Various interrelated factors influence 

poverty, and the quality of human resources 

plays a crucial role in determining an individual's 

income. A person's level of education is a 

reflection of the quality of their human resources. 

Higher education is expected to produce high-

quality human resources, enabling individuals to 

become more productive, increase their income, 

and break free from the cycle of poverty 

(Arsani et al., 2020).  

Individual productivity can also be 

enhanced with adequate facilities; one essential 

factor is access to electricity. Regions with good 

access to electricity can undoubtedly boost the 

productivity of individuals within their areas, 

leading to increased income. This, in turn, 

indirectly contributes to poverty reduction 

(Budiono et al., 2021). Health is also one of the 

factors that affect poverty. Health facilities and 

access to proper sanitation must support public 

health conditions. Access to adequate sanitation 

is one of the most critical factors for health 

because it is related to the environment. Poor 

sanitation will cause human welfare to decline, 

which will impact productivity and drive the 

quality of human resources to be low 

(Nawatmi et al., 2020).  

Apart from health and education, poverty 

is also influenced by a region's economy, as seen 

from the gross regional domestic product 

(GRDP) rate in each region. An area's economy 

can be good if it has a high GRDP. A good 

economy can undoubtedly reduce the poverty 
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rate, so the higher the GRDP of an area, the 

lower the poverty rate. GRDP can be used to 

optimize development to improve community 

welfare (Feriyanto et al., 2020). The 

identification of factors affecting poverty can be 

done using a regression approach. 

Analysis named regression seeks to 

simulate the relationship between the predictor 

variable (X) and the response variable (Y). The 

presumption is that errors are independent and 

normally distributed with a mean of zero and a 

variance of 𝜎2 must be satisfied in a classical 

regression analysis (Rencher & Schaalje, 2008). 

However, these assumptions can often not be 

met, so it is necessary to develop a classical 

regression analysis. Spatial regression analysis is 

one technique that can simulate the relationship 

between response variables and predictor 

variables when there is a reasonably significant 

dependence on neighbouring data. Spatial 

regression has two types: point-based spatial 

regression and area-based spatial regression. 

Problems with spatial dependency are solved 

using the area technique. In contrast, those with 

spatial diversity are solved by utilizing the point 

approach. The spatial effect causes estimates 

using classical regression to be incorrect because 

they do not meet identical and independent 

assumptions, so spatial regression analysis is 

used (Grasa, 1989).  

The spatial regression model consists of 

spatial lag and error models. The lag spatial 

model is a spatial model with an area approach 

that considers the spatial influence of lag between 

predictor variables or fixed changers. In contrast, 

the spatial error model is a spatial model in which 

spatial effects occur on the error changer. By 

looking at the value of the enormous coefficient 

determination (𝑅2) and the smallest value of 

Akaike's Information Criterion (AIC), the 

optimal model can be chosen (Anselin, 1988). 

Research on the percentage of poor people 

was conducted by Zahra et al. (2019) using the 

SEM-PLS method to determine the factors that 

significantly influence poverty and found that 

improving human resources with an equitable 

distribution of quality education, increasing good 

health insurance, and the availability of decent 

housing can reduce poverty and improve 

community welfare. Liu et al. (2022) also carried 

out poverty modelling using the spatial 

econometric model method in provinces in 

China. The studies indicate that neighbouring 

regions' poverty impacts a province's poverty 

level. The analysis of the number of poor people 

was also carried out by Rahayu (2018) using 

multiple regression applied to case studies in 

Jambi Province, and the resulting model had a 

low coefficient of determination (𝑅2)  value of 

14.3%. According to the research, the model's 

ability to describe how impactful the predictor 

variables are on the number of poor individuals 

is less. Indications of the number of poor people's 

dependence on one region with nearby areas can 

explain the inability of multiple regression 

models to explain the factors influencing the 

number of poor people.  

LeSage and Pace (2009) state that spatial 

regression methods can be used to analyze and 

calculate an observation that depends on other 

observations. The fact is that poverty in one 

region depends on poverty in adjacent other 

areas. Therefore, applying the spatial lag model 

is more suitable. However, suppose the error 

from the resulting model depends on an error in 

another adjacent region. In that case, the error 

spatial model will be more appropriately applied. 

Based on this explanation, this study aims to 

model the proportion of poor people in Indonesia 

using classical and spatial regression. The 

greatest model will then be chosen by comparing 

its value for the biggest coefficient of 

determination and the smallest AIC value. The 

novelty of this study is that it uses spatial lag 

regression and spatial error regression methods 

that were not used in previous studies, where 

spatial regression can accommodate the 

influence of poverty in a region with poverty in 

the surrounding areas. 

RESEARCH METHODS 

The data used in this study is related to the 

percentage of poor people in each province in 
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Indonesia in 2021. This percentage represents the 

portion of the population living below the 

poverty line, defined as the minimum monthly 

expenditure required to meet basic life needs, 

including food and non-food necessities (BPS, 

2021). Data on the percentage of poor people and 

factors suspected to be influential are secondary 

data sourced from Badan Pusat Statistik (BPS.) 

Indonesia publications. The variables used in this 

study are presented in Table 1. 

 

Table 1. Research Variables 

Variable Variable Description Scale Variable Type 

𝑌 Percentage of Poor People (%) Ratio Continuous 

𝑋1 Expected Years of Schooling Ratio Continuous 

𝑋2 GRDP rate Ratio Continuous 

𝑋3 
Percentage of Households with Access to Proper 

Sanitation Services (%) 
Ratio Continuous 

𝑋4 
Percentage of Households with Lighting Source of 
State Electricity (%) 

Ratio Continuous 

Source: Data Processed, 2023

The expected years of schooling are 

several years, which is expected to describe the 

length of schooling for seven and older residents. 

The expected years of schooling show the 

opportunity for children aged seven years and 

over to pursue formal education at any given 

time. The expected years of schooling to look at 

the development conditions in the education 

system at various levels. The expected years of 

schooling depend on the number of residents 

who attend school at a particular time (BPS, 

2020). 

The Gross Regional Domestic Product 

(GRDP) rate is an indicator aimed at seeing the 

growth of production of goods and services at a 

specific interval in a region. The GRDP rate can 

be used to measure economic progress due to 

national development as a reference basis for the 

government in estimating state revenues aimed at 

development planning on a national, sectoral, 

and regional scale. It can also be used to create 

sales equations that can be used to make business 

forecasts (BPS, 2022).   

The percentage of households with access 

to proper sanitation services is the number of 

people with access to appropriate sanitation 

services expressed as a percentage of the total 

population. The requirement for sanitation 

facilities is considered feasible if the facility is 

used by the household alone or with specific 

other households, the facility is equipped with a 

gooseneck type toilet, and the facility is equipped 

with a landfill in the form of a septic tank. The 

percentage of households that have access to 

proper sanitation services can show the level of 

welfare of the population based on health aspects 

(BPS, 2020). 

The percentage of households with a 

lighting source of state electricity compares the 

number of households with a lighting source of 

state electricity to the total number of 

households. The source of electric lighting can be 

obtained from electricity managed by 

Perusahaan Listrik Negara (PLN) or electricity 

managed by agencies or other parties. Sources of 

electric lighting managed by agencies or other 

parties can be in the form of lighting sources from 

batteries, generators, or solar power plants not 

managed by PLN (BPS, 2022). 

The first analysis was conducted, namely 

modelling the percentage of people experiencing 

poverty using classical regression. According to 

Rencher & Schaalje (2008), the classical 

regression model consists of one response and p 

predictor variables. Regression models are used 

to create models that describe the relationship 

between predictor variables and response 

variables. The classic regression model can be 

written as follows: 

𝑦𝑖  = 𝛽0 + 𝛽1𝑋𝑖1 + ⋯ + 𝛽𝑝𝑋𝑖𝑝 + 𝜀𝑖   .............. (1) 

where 𝑖 is the unit of observation (𝑖 = 1,2,…,n), 

𝑦𝑖 is the response variable on the observation to 
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𝑖; 𝑋𝑖1, 𝑋𝑖2, … , 𝑋𝑖𝑝 is a predictor variable on 

observation to 𝑖; 𝛽0, 𝛽1, … , 𝛽𝑝 is a parameter of the 

classic regression model; 𝜀𝑖 is an error in the 

observation to 𝑖. Several assumptions must be 

met in the classical regression model, including 

that errors are normally distributed with an 

average of 0 and variances of 𝜎2 (𝜀𝑖~𝑁(0, 𝜎2)),  

that errors are independent, and that there is no 

dependency between errors (𝑐𝑜𝑣(𝜀𝑖 , 𝜀𝑗) = 0). 

The next stage is forming a spatial 

weighting matrix using an area approach. 

According to Lee & Wong (2001), the 𝑊 spatial 

weighting matrix is a component of an 

econometric spatial model that describes the 

relationship between one region and another. 

Adjacent territories will be affected more than 

far-flung regions. The 𝑊 matrix can be formed 

using an area approach. The spatial weighting 

matrix used in this study was queen contiguity. 

Queen contiguity spatial weighting matrix 

defines 𝑤𝑖𝑗 = 1 for region 𝑖 that intersects with 

region 𝑗, While 𝑤𝑖𝑗 = 0 for regions that 𝑖do not 

intersect with the territory𝑗. 

The next step is spatial dependency 

testing. According to LeSage & Pace (2009), the 

Moran index can indicate spatial effects. The 

Moran index is a measure that shows the spatial 

relationships that occur in a unit of observation. 

The Moran index can be mathematically written 

as follows: 

𝐼 =
𝑛 ∑ ∑ 𝑤𝑖𝑗(𝑦𝑖−𝑦̅)(𝑦𝑗−𝑦̅)𝑛

𝑗=1
𝑛
𝑖=1

∑ (𝑦𝑗−𝑦̅)2𝑛
𝑗=1

  .......................... (2) 

where 𝐼 is the Moran index value; 𝑤𝑖𝑗  is an 

element of the spatial weighting matrix of the 𝑖 

row and the j column; 𝑛 is the number of 

observations; 𝑦𝑖 is the 𝑖 observation value of the 

response variable; 𝑦𝑗 is the j observation value of 

the response variable, and 𝑦̅ represents the 

average value of 𝑦 on 𝑛 observations. The Moran 

Index has values ranging from -1 to 1, and if the 

Moran Index is 0, there is no indication of spatial 

autocorrelation. Indication of spatial effects can 

also be done by testing the Moran index values. 

The test statistics used for testing Moran index 

values are derived in the form of standard normal 

random variable statistics based on the central 

limit theorem, with the test statistics as follows: 

𝑍(𝐼) =
𝐼−𝐸(𝐼)

√𝑣𝑎𝑟(𝐼)
  ............................................. (3)     

with:  

𝐸(𝐼) = −
1

𝑛−1
   

𝑉𝑎𝑟(𝐼) =
𝑛2𝑛𝑆03𝑆0

(𝑛2−1)𝑆0
2 − [𝐸(𝐼)2]  

𝑆0 = ∑ ∑ 𝑊𝑖𝑗
𝑛
𝑗=1

𝑛
𝑖=1    

𝑆1 =
1

2
∑ ∑ (𝑊𝑖𝑗 + 𝑊𝑗𝑖)

2𝑛
𝑗=1

𝑛
𝑖=1   

𝑆2 = ∑ (∑ 𝑊𝑖𝑗 + ∑ 𝑊𝑗𝑖
𝑛
𝑗=1

𝑛
𝑗=1 )𝑛

𝑖=1

2
  

The hypotheses used in testing are: 

𝐻0 = No spatial dependencies between regions  

𝐻1 = There are spatial dependencies between 

regions.  

with decision-making criteria, such as rejecting 

𝐻0  if |𝑍(𝐼)| > 𝑍𝛼/2 or if p-value < 𝛼. 

If spatial dependencies exist between 

regions, the next step is to test the Lagrange 

multiplier. According to Anselin (1988), the 

Lagrange multiplier test is used to identify spatial 

influences that occur in data on spatial lag 

regression models and spatial error regression 

models. The hypotheses used in testing for the lag 

spatial regression model are as follows: 

𝐻0 ∶  𝜌 = 0 (There is no spatial lag dependencies) 

𝐻1 ∶  𝜌 ≠ 0 (There is a spatial lag dependency) 

With Lagrange multiplier test statistics for the lag 

spatial regression model used, namely: 

𝐿𝑀𝑙𝑎𝑔 = [
𝜀′𝑊𝑦

𝜀′𝜀/𝑛
]

2

/𝐷  .................................... (4) 

with: 

𝐷 = (𝑊𝑋𝛽)′[𝐼 − 𝑋(𝑋′𝑋)−1𝑋′](𝑊𝑋𝛽)] + 𝑡𝑟(𝑊2

+ 𝑊′𝑊) 

with decision-making criteria, such as rejecting 

𝐻0  if 𝐿𝑀𝑙𝑎𝑔 < 𝜒1−𝛼/2
2  or 𝐿𝑀𝑙𝑎𝑔 > 𝜒𝛼/2

2 . In the 

spatial regression error model, the following 

hypothesis is used: 

𝐻0: 𝜆 = 0 (There is no dependencies between 

errors) 

𝐻1: 𝜆 ≠ 0 (There is a dependency between errors) 

With Lagrange multiplier test statistics for the 

spatial regression error model used, namely: 
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𝐿𝑀𝑒𝑟𝑟𝑜𝑟 = [
𝜀′𝑊𝜀

𝜀′𝜀/𝑛
]

2

/ [𝑡𝑟(𝑊2 + 𝑊′𝑊)]  .......... (5) 

with decision-making criteria, such as rejecting 

𝐻0  if 𝐿𝑀𝑒𝑟𝑟𝑜𝑟 < 𝜒1−𝛼/2
2  or 𝐿𝑀𝑒𝑟𝑟𝑜𝑟 > 𝜒𝛼/2

2 . 

If the Lagrange multiplier test for the 

Lagrange spatial regression model is significant, 

it will be continued with modelling using 

Lagrange spatial regression. As for the Lagrange 

multiplier test results for the spatial error 

regression model, if a significant result is 

obtained, it will be continued using spatial error 

regression modelling.  

According to LeSage & Pace (2009), 

spatial regression is one of the developments of 

classical regression, which in spatial regression 

models has accommodated the occurrence of 

spatial out-of-correlations in observation data. 

Spatial regression models are formed when 𝜌 ≠

0 and 𝜆 ≠ 0. The spatial regression equation can 

be written as follows:  

𝑦 =  𝜌𝑊𝑦 +  𝑋𝛽 +  𝑢  ................................. (6) 

with  

𝑢 = 𝜆𝑊𝑢 +  𝜀          

𝜀 ~ 𝑁(0, 𝜎2I))  

Where 𝑦 is the vector of the response variable; 𝑋 

is a matrix of predictor variables; 𝛽 is a vector of 

regression coefficient parameters; 𝜌 is the 

autoregressive parameter of spatial lag; 𝜆 is an 

error spatial autoregressive parameter; 𝑢 is a 

residual vector; 𝜀 is an error vector; 𝑊 is a 

weighting matrix; 𝑢 is assumed to have a random 

location effect and has spatial autocorrelation.  

The lag spatial regression model is a 

model in which there is a spatially autoregressive 

form. The spatial model of lag can be written as 

follows: 

{
𝑦 =  𝜌𝑊𝑦 + 𝑋𝛽 + 𝜀

𝜀 ~ 𝑁(0, 𝜎2𝐼)           
  ................................... (7) 

where 𝑦 is the vector of the response variable; 𝜌 

is a spatial autoregressive parameter that has a 

value of |𝜌| < 1; 𝑊 is a weighting matrix; 𝑋 is a 

matrix of predictor variables; 𝛽 is a vector of 

spatial regression parameters; 𝜀 is an error vector 

(Anselin, 1988). Individual testing of parameters 

on the lag spatial regression model was 

performed to determine whether each predictor 

variable had a significant effect on the dependent 

variable.  

To test such hypotheses, use standard normal test 

statistics. 

𝑍𝑗 =
𝛽̂𝑗

√𝑣𝑎𝑟(𝛽̂𝑗)
  ............................................... (8) 

with decision-making criteria, such as rejecting 

𝐻0  if |𝑍𝑗| > 𝑍𝛼/2. 

Spatial errors arise due to the dependence 

of the error value of one region on the error value 

of another adjacent region. Spatial error 

regression models occur when 𝜌 = 0 and  𝜆 ≠

0 (Anselin, 1999). The spatial error regression 

model is. 

  {
𝑦 = 𝑋𝛽 + 𝑢

 𝑢 = 𝜆𝑊𝑢 + 𝜀
𝜀~𝑁(0, 𝜎2𝐼)

  .......................................... (9) 

where 𝑦 is the vector of the response variable; 𝑋 is 

a matrix of predictor variables; 𝛽 is a vector of 

spatial error regression parameters; 𝜀 is an error 

vector; 𝜆 is an error spatial autoregressive 

parameter; 𝑊 is a weighting matrix; 𝑢 is a residual 

vector; 𝑢 is assumed to have a random location 

effect and has spatial autocorrelation. Individual 

testing of parameters in the error spatial regression 

model was performed to determine whether each 

predictor variable significantly affected the 

dependent variable.  

To test such hypotheses, use standard normal test 

statistics. 

𝑍𝑗 =
𝛽̂𝑗

√𝑣𝑎𝑟(𝛽̂𝑗)
  ................................................................. (10) 

with decision-making criteria, such as rejecting 

𝐻0  if |𝑍𝑗| > 𝑍𝛼/2. 

Furthermore, the Likelihood Ratio Test 

(LRT) was carried out, which was used to 

determine the suitability of the spatial model. The 

test hypothesis is 𝐻0: 𝜃𝜖Ω0 versus 𝐻1: 𝜃𝜖Ω1 and 

the test statistics are 𝜆 =
𝐿(Ω̂0)

𝐿(Ω̂1)
 with 𝐿(Ω̂0) =

max
𝜃𝜖Ω0

𝐿(Ω0) and 𝐿(Ω̂1) = max
𝜃𝜖Ω1

𝐿(Ω1). The critical 

area of the hypothesis test is 𝐻0 which is rejected 

when 𝜆 < 𝑐 for 0 < 𝑐 < 1. 𝐿𝑅𝑇 = −2 ln 𝜆  which 
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is distributed as 𝜒
(𝑣)
2  is the statistical likelihood 

ratio test (LRT). With the degree of freedom 𝑣 is 

the sum of the parameters below 𝐻1 is less 

than the number of parameters below 𝐻0. The test 

criteria are 𝐻0 rejected when 𝐿𝑅𝑇 > 𝜒(𝛼;𝑣)
2  (Arbia, 

2006).  

Furthermore, calculating the coefficient of 

determination is carried out to determine the best 

regression model. The coefficient of 

determination is one of the measures that can be 

used to measure how well the model's ability to 

describe the diversity of the dependent variable, or 

the y response variable, is. The coefficient of 

determination can also indicate the suitability of 

the resulting regression model. The calculation of 

the coefficient of determination is carried out 

using the following formula:  

𝑅2 =
∑ (𝑦̂𝑖 − 𝑦̅)2𝑛

𝑖=1

∑ (𝑦𝑖 − 𝑦̅)2𝑛
𝑖=1

 .........................................  (11) 

The value of the coefficient of (𝑅2) is between 0 

and 1, where a smaller value of 𝑅2  means that the 

resulting model's ability to explain variations in 

the 𝑦 response variable is limited, while a value of 

𝑅2  that is close to one means that the capabilities 

of the model obtained are good (Walpole et al., 

2011). 

Calculating the Akaike Information 

Criteria (AIC) value can also select the best model 

selection. The AIC method itself was proposed by 

Akaike and is based on the maximum likelihood 

estimation (MLE) method. The formula for 

calculating the AIC value is as follows: 

𝐴𝐼𝐶 = −2𝐿𝑚 + 2𝑚  ................................... (12) 

Where 𝐿𝑚 is the maximum log-likelihood value, 

and 𝑚 is the number of parameters in the model. 

The best regression model will be selected based 

on the model that has the smallest AIC value 

(Grasa, 1989). 

Furthermore, the best regression model is 

selected by choosing a model based on the value 

of the most significant coefficient of 

determination and the smallest AIC value. The 

next stage tests the regression model's 

assumptions, namely the normality and 

heteroscedasticity tests on the error. The 

normality test determines the residual distribution 

of the resulting regression model. The normality 

test used in this study was the Jarque-Fallow test. 

The Jarque-Fallow test is performed by 

calculating the coefficients of skewness and 

kurtosis. The Jarque-Fallow test can be used for 

large samples. The normality test hypothesis is: 

𝐻0:  Normally distributed error 

𝐻1:  Error not normally distributed 

with test statistics used as follows: 

𝐽𝐵 = 𝑛 (
𝑠2

6
+

(𝑘−3)2

24
)  ................................... (13) 

with 

𝑠 =
1

𝑛
∑ (𝑥𝑖−𝑥̂)3𝑛

𝑖=1

(
1

𝑛
∑ (𝑥𝑖−𝑥̂)2𝑛

𝑖=1 )
3/2  ; 

𝑘 =
1

𝑛
∑ (𝑥𝑖−𝑥̂)4𝑛

𝑖=1

(
1

𝑛
∑ (𝑥𝑖−𝑥̂)2𝑛

𝑖=1 )
2 ; 

𝑛 is the number of samples, with the critical area 

being the reject 𝐻0 if 𝐽𝐵 > 𝑥2
2 or p-value < 

𝛼 (Gujarati, 2006). 

A heteroscedasticity test is run to see if the 

variance of the error produced by the model is the 

same (homoscedasticity), which means 𝑣𝑎𝑟(𝜀𝑖) =

𝐸(𝜀𝑖
2) = 𝜎2 for all 𝑖 with 𝑖 = 1,2,3, … , 𝑛.  In this 

study, the heteroscedasticity test was carried out 

with the Breusch-Pagan test with the following 

hypothesis: 

𝐻0:  Error does not occur as a result of 

heteroscedasticity 

𝐻1:  Error does occur as a result of 

heteroscedasticity   

with test statistics used as follows: 

𝐹 =
𝑅

𝜀2/𝑘
2

1−𝑅
𝜀2/(𝑛−𝑘−1)
2 ~𝐹∝.(𝑘,𝑛−𝑘−1)  ....................  (14) 

where 𝑘 is the number of predictor variables 

and 𝑅𝜀2
2  is the R-square value obtained from error 

regressing (𝜀2) in the presence of k predictor 

variables, including intercepts. The critical area in 

this test is the reject 𝐻0 if 𝐹 > 𝐹∝.(𝑘,𝑛−𝑘−1) or p-

value < 𝛼 (Suprapto, 2004). The last stage of this 

study is to interpret the best regression model 

obtained.  
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RESULTS AND DISCUSSION 

The analysis in this study is aimed at 

describing the factors that affect the percentage of 

poor people in Indonesia using thematic maps, 

modelling the percentage of poor people in 

Indonesia using classical regression, lag spatial 

regression, and error spatial regression 

approaches, choosing the best regression model 

based on criteria (𝑅2  and AIC), and interpreting 

models.  

A descriptive statistical picture of the 

percentage of poor people and the factors 

suspected of influencing it, which include the 

expected years of schooling (𝑋1), GRDP rate 

(𝑋2), the percentage of households that have 

access to proper sanitation services (𝑋3), and the 

percentage of households with a lighting source 

of state electricity (𝑋4), is presented in Table 2. 

Table 2. Descriptive research variables 

Variable Mean 
Minimum Maximum 

Value Province Value Province 

𝑌 10.427 4.56 Kalimantan Selatan 27.38 Papua 

𝑋1 13.214 11.11 Papua 15.64 DI Yogyakarta 

𝑋2 4.178 -2.47 Bali 16.4 Maluku Utara 

𝑋3 80.97 40.81 Papua 97.12 DI Yogyakarta 

𝑋4 98.262 79.12 Papua 100 DKI Jakarta and DI Yogyakarta 

Source: Data Processed, 2023

The highest percentage of poor people in 

Indonesia is in Papua Province, at as much as 

27.38 percent, while the lowest is in South 

Kalimantan Province, at only 4.56 percent. The 

highest percentage of poor people in Papua is due 

to the low level of education owned by the 

Papuan people. Low education causes low 

knowledge, skills, quality, and productivity in the 

work environment. South Kalimantan Province 

has a low percentage of poor people because this 

province is one of the regions in Indonesia that 

has considerable natural resource potential, and 

the people of South Kalimantan can manage 

these resources well so that they can increase the 

Pace of the economy (Ramadhan, 2021).  

The highest of the expected years of 

schooling are in DI Yogyakarta Province at 

15.64, and the lowest is in Papua Province with a 

score of 11.11. Papua is a province with a low 

school period because the motivation of the 

Papuan people in academic terms is relatively 

low. Economic, social, political, and 

demographic conditions cause the low 

motivation to learn from the Papuan people 

(Triyanto, 2019). The high number of expected 

years of schooling in the province of D.I. 

Yogyakarta is supported by many educational 

institutions at various levels of education. With 

supporting educational facilities, the motivation 

of the people of DI Yogyakarta Province is high, 

making the value of old-school expectations in 

this province also high (DPAD DI Yogyakarta, 

2018).  

The highest GRDP rate is in North 

Maluku Province at 16.4, and the lowest is in Bali 

Province at -2.47. The high GRDP rate of North 

Maluku Province is supported by the mining 

sector and processing industry, which are 

running well and increasing trade activities. In 

addition, the Pace of GRDP in Maluku Province 

is also supported by an increase in foreign export 

demand for commodities in North Maluku 

Province, namely downstream nickel 

commodities (Bank Indonesia, 2022). Bali 

Province has the lowest GRDP rate because the 

economy in Bali Province mostly comes from the 

tourism sector. The COVID-19 pandemic over 

the past two years has caused social restrictions, 

so the tourism sector has greatly decreased. This 

makes the GRDP rate in Bali Province very low 

because it is in the recovery stage from the 
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COVID-19 pandemic conditions (Amrita et al., 

2021).  

DI Yogyakarta Province has the highest 

percentage of households with access to proper 

sanitation services, at 97.12, while Papua 

Province has the lowest, at 40.81. The low access 

to sanitation services in Papua is due to the 

relatively low level of clean-living culture and the 

difficulty of pure water distribution due to 

geographical characteristics (Rais et al., 2022). 

The percentage of households with the highest 

electric lighting source is in DKI. Jakarta and DI 

Yogyakarta provinces at 100 percent, while the 

lowest is in Papua Province at 79.12 percent. The 

low access to electricity in Papua is due to 

geographical problems, namely that the soil 

structure in Papua tends to be hard, making it 

difficult to install electricity poles. This problem 

will soon be resolved by constructing the Trans-

Papua Road (Zuhri et al., 2019).  

An overview of the percentage of poor 

people in Indonesia using thematic maps is 

presented in Figure 1. 

 

Figure 1. Thematic map of the percentage of the poor population 

Source: Data Processed, 2023

The grouping of provinces in Indonesia 

based on the percentage of poor people uses the 

Natural Breaks Map method. The grouping is 

carried out by dividing the provinces in Indonesia 

into three categories: low, medium, and high. 

The low category is a province with a poor 

percentage of less than 10.59%. The moderate 

category is a province with a percentage of the 

poor population of more than or equal to 10.59% 

and less than 20.44%—provinces with a poor 

population percentage greater than or equal to 

20.44% fall into the high category. Based on 

Figure 1, it can be seen that the percentage of 

poor people in Indonesia is the highest among 

those included in the low class, namely as many 

as 18 provinces, while 13 provinces have a 

percentage of poor people who are included in 

the moderate category. There are three provinces 

with a relatively high percentage of poor people: 

Papua, West Papua, and East Nusa Tenggara. 

Most provinces in Indonesia that are adjacent 

have the same colour. It shows that the adjacent 

provinces have almost the same percentage of the 

poor population. Therefore, it can be indicated 

that spatial autocorrelation occurs in the 

percentage of poor people in Indonesia. 

This study used classical and spatial 

regression approaches to model the percentage of 

poor people in Indonesia. Modelling the 

percentage of poor people with a classical 

regression approach obtained the results of 

estimating the parameters as follows: 
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𝑌̂ = 104.309 + 2.461𝑋1 − 0.494 𝑋2  

−0.158𝑋3 − 1.135𝑋4  ......................... (15) 

The results of simultaneous testing of 

factors suspected of affecting the percentage of 

poor people in Indonesia using the classical 

regression model are presented in Table 3.

Table 3. Concurrent testing of classic regression models  

Test F-statistic F-table (𝑭(𝟎,𝟎𝟓;𝟒;𝟐𝟗)) P-value Decision 

Concurrent testing of classic 

regression models  
11.495 2.70 0.000* Reject 𝐻0 

Note: *significance at the test level α (5%) 

Source: Data Processed, 2023

According to Table 3, the results of the 

simultaneous test of the classical regression 

model were decided to reject 𝐻0 and it can be 

concluded that the four predictor variables 

significantly affect the percentage of poor people 

in Indonesia simultaneously. Individual testing 

was carried out to determine the real influence of 

each predictor variable. The results of individual 

tests are presented in Table 4. 

Table 4. Individual testing of classic regression models 

Predictor Coefficient t-value P-value Decision 

Constant 104.309 4.464 0.000* Reject 𝐻0 

𝑋1 2.461 2.562 0.016* Reject 𝐻0 

𝑋2 -0.494 -2.391 0.024* Reject 𝐻0 

𝑋3 -0.158 -1.536 0.135 Receive 𝐻0 

𝑋4 -1.135 -3.987 0.000* Reject 𝐻0 

Note: *significance at the test level α (5%) 

Source: Data Processed, 2023 

Based on Table 4, it can be concluded that 

the variables of expected years of schooling (𝑋1), 

GRDP rate (𝑋2), and the percentage of 

households with a lighting source of state 

electricity (𝑋4) have a significant influence on the 

percentage of poor people in Indonesia, while the 

percentage of households that have access to 

proper sanitation services (𝑋3) does not 

significantly influence the percentage of poor 

people in Indonesia. The results of classical 

regression modelling have a classification 

precision based on the value of the coefficient of 

determination (𝑅2) of 62.23% and an AIC value 

of 187.191.   

Assumption testing on classical regression 

models includes normality and homoscedasticity 

tests of errors. The test results of the classical 

regression model assumptions are presented in 

Table 5. 

Table 5. The assumptions of classical regression models  

Test Test Statistical Value P-value Decision 

Normality Test (Jarque-Bera) 0.7270 0.69525 Receive 𝐻0 

Homoscedasticity Test (Breusch-Pagan) 5.1289 0.27433 Receive 𝐻0 

Source: Data Processed, 2023 

From the Jarque-Bera normality test in 

Table 5, a p-value of 0.69525 > α (5%) was 

obtained so that a decision could be made to 

accept 𝐻0 and it can be concluded that the 

assumption of normality on the error is met. The 

results of the Breusch-Pagan homoscedasticity 

test obtained a p-value of 0,27433 > α (5%) so 

that a decision could be made to accept 𝐻0 and it 
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can be concluded that the assumption of 

homoscedasticity on the error is met. Because the 

assumption of the regression model has been 

fulfilled, equation (16) can be used to estimate the 

percentage of poor people in Indonesia.  

Furthermore, Moran Index testing was 

carried out to determine the relationship between 

spatial autocorrelation and the percentage of 

poor people between provinces in Indonesia. The 

formation of a spatial weighting matrix is 

necessary for the calculation of the Moran Index. 

Queen Contiguity governs the formation of the 

spatial weighting matrix. The Moran Index test 

results are presented in Table 6.  

Table 6. Moran’s index testing 

Test Z-value P-value Decision 

Moran’s Index 2.9411 0.00327* Reject 𝐻0 

Source: Data Processed, 2023 

Based on Table 6, the decision to reject 

𝐻0 is obtained, so it can be concluded that there 

is spatial autocorrelation in the percentage of 

poor people in Indonesia.  

Lagrange multiplier testing determines 

spatial autocorrelation in response and error 

variables. The results of the Lagrange multiplier 

test are presented in Table 7.  

Table 7. Lagrange multiplier testing 

Test Test Statistical Value P-value Decision 

𝐿𝑀𝑙𝑎𝑔 4.2820 0.03852* Reject 𝐻0 

𝐿𝑀𝑒𝑟𝑟𝑜𝑟 6.5454 0.01052* Reject 𝐻0 

Source: Data Processed, 2023 

Note: *significance at the test level α (5%) 

From the test  𝐿𝑀𝑙𝑎𝑔, we obtained a p-

value of 0.03852 < α (5%) so that a decision can 

be made to reject 𝐻0It can be concluded that there 

is a spatial lag dependence on the response 

variable. On the test 𝐿𝑀𝑒𝑟𝑟𝑜𝑟, we obtained a p-

value of 0.01052 < α (5%) so that a decision can 

be made to reject 𝐻0It can be concluded that there 

is a spatial dependency on model errors.  

Because there is a spatial dependence of 

lag on the percentage of people with low 

incomes, the next stage is to estimate the spatial 

regression lag model or the Spatial 

Autoregressive (SAR) model. The results of the 

SAR model parameter estimation for the 

percentage of poor people in Indonesia obtained 

the following model: 

𝑌̂ = 0.227𝑊𝑦 + 97.0861 + 2.345𝑋1 − 0.572 𝑋2 

−0.133𝑋3 − 1.085𝑋4  ....................... (16) 

One can use the Likelihood Ratio Test (LRT) to 

determine the suitability of the SAR model. The 

LRT results are presented in Table 8. 

Table 8. LRT model SAR. 

Test Test Statistical Value P-value Decision 

LRT 5.0158 0.02512* Reject 𝐻0 

Source: Data Processed, 2023 

Note: *significance at the test level α (5%) 

From the LRT test, a p-value of 0.02512 < 

α (5%) was obtained so that a decision could be 

made to reject it 𝐻0 and it can be concluded that 

the SAR model is appropriate when used to 

model the percentage of poor people in 

Indonesia.  

Testing the significance of parameters on 

the SAR model was conducted to determine each 

predictor variable's real influence. The results of 

testing the significance of parameters on the SAR 

model are presented in Table 9.  
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Table 9. Testing the significance of parameters on the SAR model 

Predictor Coefficient z-value P-value Decision 

𝜌 0.227 2.446 0.014* Significant 

Constant 97.086 4.839 0.000* Significant 

𝑋1 2.345 2.873 0.004* Significant 

𝑋2 -0.572 -3.257 0.001* Significant 

𝑋3 -0.133 -1.493 0.135 Not significant 

𝑋4 -1.085 -4.482 0.000* Significant 

Source: Data Processed, 2023 

Note: *significance at the test level α (5%) 

 

 

 

Based on Table 9, it can be concluded that 

the variables of expected years of schooling (𝑋1), 

GRDP rate (𝑋2), and the percentage of 

households with a lighting source of state 

electricity (𝑋4) have a significant influence on the 

percentage of poor people in Indonesia, while the 

percentage of households that have access to 

proper sanitation services (𝑋3) has no significant 

influence on the percentage of poor people in 

Indonesia. The coefficient 𝜌 also has a significant 

influence, which means that the percentage of 

poor people in a province is influenced by the 

percentage of poor people in surrounding 

provinces. The results of classical regression 

modelling have a classification precision based 

on the value of the coefficient of determination 

(𝑅2) of 68.13% and an AIC value of 184.175.  

Assumption testing on SAR models 

includes normality tests and homoscedasticity 

tests of errors. The test results of the regression 

model assumptions for the SAR model are 

presented in Table 10. 

Table 10. SAR model assumption testing 

Test Test Statistical Value P-value Decision 

Normality Test (Jarque-Bera) 0.67073 0.7151 Receive 𝐻0 

Homoscedasticity Test (Breusch-Pagan) 6.7858 0.14765 Receive 𝐻0 

Source: Data Processed, 2023 

From the Jarque-Bera normality test in 

Table 10, a p-value of 0.7151 > α (5%) was 

obtained so that a decision could be made to 

accept 𝐻0 and it can be concluded that the 

assumption of normality on the error is met. The 

results of the Breusch-Pagan homoscedasticity 

test obtained a p-value of 0.14765 > α (5%) so 

that a decision could be made to accept 𝐻0 and it 

can be concluded that the assumption of 

homoscedasticity on the error is met. Because the 

assumption of the regression model has been 

met, equation (17) can be used to estimate the 

percentage of poor people in Indonesia.  

Furthermore, the spatial error regression 

model estimation is also carried out because there 

is a spatial dependence on the model error. The 

results of the estimation of Spatial Error Model 

(S.E.M.) parameters for the percentage of poor 

people in Indonesia obtained the following 

model: 

𝑌̂ = 86.321 + 2.275𝑋1 − 0.609 𝑋2 − 0.182𝑋3 −

0.903𝑋4 + 𝑢  

𝑢 = 0.529 ∑ 𝑊𝑖𝑗𝑢𝑗
𝑛
𝑖=1,𝑗=1  ............................. (17) 

Use the Likelihood Ratio Test (LRT) to 

determine the SEM model's suitability. The LRT 

results are presented in Table 11.

Table 11. LRT model SEM. 
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Test Test Statistica Values  P-value Decision 

LRT 9.7315 0.00181* Reject 𝐻0 

Source: Data Processed, 2023 

Note: *significance at the test level α (5%) 

From the LRT test, a p-value of 0.00181 < 

α (5%) was obtained so that a decision could be 

made to reject it 𝐻0 and it can be concluded that 

the SEM model is appropriate when used to 

model the percentage of poor people in 

Indonesia.  

Testing the significance of parameters 

on the SEM model is carried out to determine the 

real influence of each predictor variable. The 

results of testing the significance of parameters on 

the SEM model are presented in Table 12.  

 

 

Table 12. Testing the significance of parameters on the SEM model  

Predictor Coefficient z-value P-value Decision 

Constant 86.321 4.570 0.000* Significant 

𝑋1 2.275 3.254 0.001* Significant 

𝑋2 -0.609 -4.595 0.000* Significant 

𝑋3 -0.182 -2.527 0.012* Significant 

𝑋4 -0.903 -4.019 0.000* Significant 

𝜆 0.529 4.394 0.000* Significant 

Note: *significance at the test level α (5%) 

Source: Data Processed, 2023

Using a 𝛼 of 5% and based on Table 10, it 

can be concluded that the variables of expected 

years of schooling (𝑋1), GRDP rate (𝑋2), the 

percentage of households that have access to 

proper sanitation services (𝑋3), and the 

percentage of households with a lighting source 

of state electricity (𝑋4) have a significant 

influence on the percentage of poor people in 

Indonesia. The coefficient 𝜆 also has a significant 

influence, which means that the percentage of 

poor people in a province is influenced by the 

percentage of poor people in surrounding 

provinces. The results of classical regression 

modelling have a classification precision based 

on the value of the coefficient of determination 

(𝑅2) of 75.33% and an AIC value of 177.46.  

Assumption testing on the SEM model 

includes a normality test and a homoscedasticity 

test of the error. The test results of the regression 

model assumptions for the SEM model are 

presented in Table 13. 

Table 13. SEM model assumption testing 

Test Test Statistical Value P-value Decision 

Normality Test (Jarque-Bera) 4.598 0.1004 Receive 𝐻0 

Homoscedasticity Test (Breusch-Pagan) 8.8521 0.0649 Receive 𝐻0 

Source: Data Processed, 2023 

From the Jarque-Bera normality test in 

Table 13, a p-value of 0.1004 > α (5%) was 

obtained so that a decision could be made to 

accept 𝐻0 and it can be concluded that the 

assumption of normality on the error is met. The 

results of the Breusch-Pagan homoscedasticity 
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test obtained a p-value of 0.0649 > α (5%) so that 

a decision could be made to accept 𝐻0 and it can 

be concluded that the assumption of 

homoscedasticity on the error is met. Because the 

assumption of the regression model has been 

met, equations (18) and (19) can be used to 

estimate the percentage of poor people in 

Indonesia.  

The selection of the best regression model 

for the percentage of poor people in Indonesia 

was carried out by determining the values of the 

largest coefficient of determination (𝑅2) and 

each regression model's smallest Akaike's 

Information Criterion (AIC). Calculations (𝑅2 

and A.I.C.) on classic regression models, S.A.R. 

models, and S.E.M. models are presented in 

Table 14.  

Table 14. Value of 𝑅2 and A.I.C. 

Model 𝑅2 AIC 

Classic Regression 62.23% 187.191 

SAR 68.13% 184.175 

SEM 75.33% 177.46 

Source: Data Processed. 2023 

Based on Table 14. it can be concluded 

that the best regression model is the SEM model 

with an 𝑅2 of 75.33% and an AIC value of 

177.46.  

Based on modelling the percentage of poor 

people in Indonesia using spatial regression 

errors. The results of estimating the percentage of 

poor people in each province in Indonesia were 

obtained. A comparison of the estimated results 

with the actual value of the percentage of poor 

people in Indonesia is presented in Fig. 2. 

Figure 2. Comparison of actual data and predicted results 

Source: Data Processed. 2023 

In Figure 2. it can be seen that the results 

of predicting the percentage of poor people in 

each province in Indonesia using a spatial error 

regression model are not much different from the 
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actual value, so it can be said that modelling the 

percentage of poor people in each province in 

Indonesia using spatial regression error produces 

a good estimated value. 

Based on the SEM model. If the expected 

years of schooling increase by one unit in a 

province, the percentage of poor people in the 

province will increase by 2.275 points, assuming 

other predictor variables are considered constant. 

This is in line with research conducted by 

Sawaliyah (2022). which states that the 

education curriculum in Indonesia so far is still 

not relevant to the needs of the world of work and 

that there is an imbalance between the number of 

jobs available and the number of highly educated 

people, causing an increase in unemployment so 

that it can be said that higher education cannot 

guarantee the eradication of poverty.  

An increase in the GDP rate of one unit in 

a province will reduce the percentage of poor 

people in the province by 0.609, assuming other 

predictor variables are considered constant. The 

GRDP rate indicates the economy in an area. 

The people's welfare level in the region improves 

when the economy increases. Improved welfare 

will reduce the percentage of people experiencing 

poverty (Dahliah & Nur, 2021).  

A 1% increase in the percentage of 

households with access to proper sanitation 

services in a province would reduce the 

percentage of poor people by 0.182, assuming 

other predictor variables are considered constant. 

Proper sanitation services will improve people's 

health. If the people's health is good, it will 

impact the high level of productivity. A high and 

good level of productivity can help people 

improve their economy. The economic increase 

will help the poor escape poverty (Siddiqui, et al., 

2020).  

An increase of 1% in the percentage of 

households with electric lighting sources in a 

province will reduce the percentage of poor 

people by 0.903, assuming other predictor 

variables are considered constant. Access to 

electricity is an important aspect because it can 

increase economic growth. The availability of 

adequate electricity will increase the productivity 

of the people. If the productivity of the people 

increases, it will affect the increase in the 

economy of the people. Good economic growth 

will reduce the poverty rate in an area (Sarkodie 

& Adams. 2020). 

The percentage of poor people in a 

province is also influenced by the percentage of 

poor people in surrounding provinces. The error 

values between provinces from the modelling 

results and spatial regression errors correlate. 

Based on equation (19). an error correlation 

value of 0.529 was obtained, which means that 

spatial interactions between provinces in 

Indonesia have a spatial influence on the 

percentage of poor people. Poverty in a region is 

influenced by poverty in the surrounding areas 

because poor people tend to move to 

neighbouring areas with lower poverty rates to 

look for job opportunities to get out of poverty 

(Alwandi & Ariputri, 2023). 

Thus, efforts to overcome poverty in 

Indonesia by reducing the percentage of people 

experiencing poverty can be made by increasing 

the rate of GRDP, increasing the percentage of 

households that have access to proper sanitation 

services, increasing the percentage of households 

with lighting sources of state electricity, and 

increasing the expected years of schooling by 

improving the quality of education and providing 

many jobs.  

  

CONCLUSION 

The percentage of poor people in each 

province in Indonesia is mostly moderate. 

However, several provinces are still in the high 

category, namely Papua, West Papua, and East 

Nusa Tenggara. Modelling the percentage of 

poor people in Indonesia using classical 

regression methods shows that several provinces 

are still in the high category, namely Papua, West 

Papua, and East Nusa Tenggara. Modelling the 

percentage of poor people in Indonesia using 

classical regression, lag spatial regression, and 

spatial error regression obtained the best model 

as the spatial error regression model with the 

largest coefficient of determination value and the 

smallest AIC value. Spatial regression modelling 
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shows that expected years of schooling, GRDP 

rates, the percentage of households with access to 

proper sanitation services, and the percentage of 

households with electric lighting sources 

significantly influence the percentage of poor 

people in Indonesia. The expected 

years of schooling have a positive relationship 

with the percentage of people with low incomes. 

In contrast, the GRDP rate, the 

percentage of households with access to proper 

sanitation services, and those with electric 

lighting sources have a negative relationship with 

the percentage of people with low incomes in 

Indonesia. Reducing poverty can be done by 

increasing the rate of GRDP, the percentage of 

households with access to proper sanitation 

services, and the percentage of households with 

lighting sources of state electricity in each 

province. In education, an increase in the 

expected years of schooling needs to be balanced 

with the availability of employment so that no 

intellectual unemployment can increase poverty.  
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