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1. Introduction  

Humans life has undergone many changes with the rapid development of technology, one of which 
to obtain any pieces of information and solutions (Muslim & Retno, 2014). Problems in society 
become easily solved using computer technology with a shorter solution time than before (Pramesti, 
Arifudin, & Sugiharti, 2016). Problems solving can be done with the help of computer science 
which is an effective algorithm method for calculating a function (Sampurno, Sugiharti & 
Alamsyah, 2018). The diversity of human needs requires the planning of human needs for the future, 
one of which is the supplying of water supply because the need for clean water continues to increase 
(Ajbar & Ali, 2015). Naturally, water is needed by living things in meeting their needs and 
sustaining life because water is a natural resource that is very important for living things and 
ecosystems. The increased demand for water makes people try to find water sources that are 
guaranteed quality (Istiqara, Furqon & Indriati, 2017). Learning studies on water demand have been 
conducted since 1960 to increase modeling efforts in estimating water demand (Abushammala & 
Bawazir, 2017).  

Various methodologies have been applied in predicting/estimating water requirements such as 
regression, ARIMA, fuzzy time series, and artificial neural networks. Prediction is important to 
know an event in the future by recognizing patterns from past events, then humans can prepare 
everything that will happen (Hikmawati, Arifudin & Alamsyah, 2017). Prediction can be done with 
various kinds of calculation techniques, one of the techniques that can be used is Support Vector 
Machine (SVM). SVM is an artificial intelligence-based method with the ability to generalize well 
in pattern recognition systems. Nonlinear input data in SVM are separated linearly into several 
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 People have various needs that can’t be released considering their role 
as living things. The diversity of human needs requires planning for the 
future, one of which is the provision of water supply because water 
needs are increasing. Estimation models can be done using the Support 
Vector Regression (SVR) method. SVR is a development of the Support 
Vector Machine for regression cases. SVR has four kernels that are 
commonly used, and in this study, the kernel used is the Radial Basis 
Function Kernel because RBF is considered capable of maintaining 
good predictive accuracy. The purpose of this study is to apply the SVR 
method to predict water consumption with the Radial Basis Function 
kernel by getting the best SVR parameter and knowing the error value 
generated from the SVR method. The data used in this study is 
Semarang Water Utilities’ (PDAM) water consumption data from 
January 2013 to March 2018. The SVR method test results obtained the 
best parameters are lambda (λ) = 10, sigma (σ) = 0.001, cLR = 0.01, C 
(Complexity) = 0.01, epsilon (ɛ) = 0.00000001, with the number of 
iterations = 1000, produces the lowest Mean Absolute Percentage Error 
(MAPE) is 1.751%.  
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higher-dimensional spaces, to provide classification and regression. The results of SVM 
development in a regression case are called Support Vector Regression (SVR) which can be used for 
forecasting like a regression method on a statistical approach. The concept of the SVR method is 
based on risk minimization which is to estimate a function by minimizing the generalization error 
limit so that it can overcome overfitting better than the usual regression method and artificial neural 
network (Raharyani, Putri & Setiawan, 2018). The SVR method has the advantage of performing 
nonlinear relations modeling which balances the complexity of the model and the accuracy of 
predictions on training data (Yu, Qi & Zhao, 2013). 

The SVR method has been widely applied in the estimation of various aspects including the 
prediction of newspaper/magazine sales (Yu et al., 2013), the number of tourism visitors (Raharyani 
et al., 2018), and predicting gold prices (Dubey, 2016). Based on the results of Dubey's (2016) 
research explained that the comparison of models using the SVR and adaptive neuro-fuzzy inference 
system (ANFIS) methods in predicting gold prices obtained an error value with SVR superior to 
ANFIS. The experimental results showed that the value of Root Mean Square Error (RMSE) using 
ANFIS was 15,931 while the RMSE value of SVR was 14,859. The Mean Absolute Percentage 
(MAPE) ANFIS value was 0.0083 while the MAPE SVR was 0.0063. These results prove that the 
SVR algorithm is effective in performing regression analysis by capturing nonlinear relations in the 
feature space. The generalization ability of the SVR model is determined by kernel space features 
and kernel parameters that affect the value of kernel matrix elements (M. Xie, Wang & L. Xie, 
2018). SVR has several kernel functions that are often used, namely the Linear kernel, Radial Basic 
Function kernel, Polynomial kernel, and sigmoid kernel. Based on these 4 kernel functions, radial 
basic functions have better performance than other kernels because RBF can maintain relatively 
high accuracy and can achieve the lowest mean square error of cross-validation so that the results 
obtained are optimal (Ibrahim & Wibowo, 2014). 

The population of the city of Semarang experienced an average increase of 60.04% per year 
which affected water use. According to Law No. 32 of 2004 concerning the Regional Government, 
Regional Drinking Water Companies (Perusahaan Daerah Air Minum/PDAM) have an important 
task in managing and providing clean water services to improve community welfare. Large amounts 
of water consumption are the cause of a rapid reduction in the water supply (Putriwijaya & 
Mahmud, 2018). Often the estimates in the water supply are not optimal, where the amount of water 
produced is greater or smaller than demand. This problem can be overcome by predicting water 
consumption so that the water produced meets the needs of the community (Jauhari,  Himawan & 
Dewi, 2016). The purpose of this study is to estimate the monthly water consumption by applying 
the regression vector support method and the basic radial kernel function with the optimal parameter 
values obtained as well as knowing the average value of the relative errors generated by this method. 

2. Methods 

Testing measures of methods in this study were demonstrated in the flowchart of the SVR method. 

Flowcharts for the Support Vector Regression method are shown in Figure 1. 

2.1 Preprocessing Data/Normalization 

Normalization is part of data transformation with a data scaling process so that data is within a 

certain range of values. Normalization data aims to standardize the range of feature values in data 

by making data in the same range of values. MinMax normalization is known as a scaling feature 

where the numerical range value of the data feature is reduced to a scale between 0 to 1. 

Normalization data calculation using Formula 1.  

 

𝑥′ =
𝑥−𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛
 (1) 

 

Variables description: 

𝑥′  : the result of data normalization 

𝑥   : normalized data 

𝑥𝑚𝑖𝑛  : the smallest value of all data 

𝑥𝑚𝑎𝑥  : the largest value of all data 
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Figure 1. Flowchart of the support vector regression method 

 

2.2 Support Vector Regression (SVR) Method 

After the data normalized fourth step sequential learning to perform the computation function in a 

non-linear SVR is as follows:  

1. Initialize complexity (C) parameters, sigma (σ), learning rate constants (cLR), epsilon (ɛ), 

lambda (λ), and max iterations. 

2. Initialize the values of 𝛼𝑖 and 𝛼𝑖
∗ by giving the value 0. Calculate the hessian matrix using 

Formula 2 with Rij is the matrix with row i and column j. 

 

𝑅𝑖𝑗 = 𝐾(𝑥𝑖 , 𝑥𝑗) + 𝜆2 (2) 

Where 𝐾(𝑥𝑖, 𝑥𝑗) is a kernel function. This study applied the Radial Basis Function kernel as 

shown in Formula 3. 

  

𝐾(𝑥𝑖 , 𝑥𝑗) = exp⁡(
−‖𝑥𝑖−𝑥𝑗‖

2

2.𝜎2
) (3) 

 

 

Variables description: 

𝑅𝑖𝑗   : Hessian matrix 

𝐾(𝑥𝑖 , 𝑥𝑗)  : kernel function 

𝑥𝑖  : the ith data 

𝑥𝑗  : the jth data 

𝜆   : scalar variable 
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‖𝑥𝑖 − 𝑥𝑗‖
2
 : square of the distance between vectors xi and xj 

𝜎   : sigma parameter 

 

The scalar variable or parameter λ shows the scalar size in space mapping in the SVR kernel 

(Vijayakumar & Wu, 1999). 

3. For each training data i, j = 1, 2, …, n. Perform the following steps: 

 

a) Calculate the error value with Formula 4. 

  

𝐸𝑖 = 𝑦𝑖 − ∑ (𝛼𝑖
∗ − 𝛼𝑖)

𝑛
𝑗=1 𝑅𝑖𝑗 (4) 

 

b) Calculate 𝛿𝛼𝑖 and 𝛿𝛼𝑖
∗ using Formula 5 and Formula 6. 

 

𝛿𝛼𝑖
∗ = min{max⁡[𝛾( 𝐸𝑖 − 𝜀),−𝛼𝑖

∗], 𝐶 − 𝛼𝑖
∗} (5) 

  

𝛿𝛼𝑖 ⁡= min{max⁡[𝛾(−𝐸𝑖 − 𝜀),−𝛼𝑖], 𝐶 − 𝛼𝑖} (6) 

 

Variables description: 

𝐸𝑖 : error value 

𝑦𝑖 : actual value of training data 

𝛼𝑖
∗ : Lagrange multiplier 

𝛼𝑖 : Lagrange multiplier 

𝑅𝑖𝑗 : Hessian matrix 

𝛿𝛼𝑖
∗ : single variable, change the value αi

∗ 

𝛿𝛼𝑖 : single variable, change the value αi 
𝛾 : learning rate 

𝜀 : epsilon parameter 

𝐶 : complexity parameter 

 

The learning rate can be obtained using formula 7. 

  

𝛾 =
𝑘𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑎⁡𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔⁡𝑟𝑎𝑡𝑒

max⁡(𝑑𝑖𝑎𝑔𝑜𝑛𝑎𝑙⁡𝑚𝑎𝑡𝑟𝑖𝑘𝑠⁡𝑅𝑖𝑗)
 (7) 

 

c) Change the value of 𝛼𝑖 and 𝛼𝑖
∗ with formula 8 and formula 9.  

𝛼𝑖
∗ = ⁡𝛿𝛼𝑖

∗ + 𝛼𝑖
∗ (8) 

𝛼𝑖 = ⁡𝛿𝛼𝑖 + 𝛼𝑖 (9) 

4. Return to the third process if it has not reached the maximum iteration or max(|𝛿𝛼𝑖|) < ɛ and 

max(|𝛿𝛼𝑖
∗|) < ɛ. 

5. By using Lagrange multiplier and optimality conditions, the regression function is explicitly 

formulated in formula 10.  

  

𝑓(𝑥) = ∑ (𝛼𝑖 − 𝛼𝑖
∗)𝑛

𝑖=1 𝐾(𝑥𝑖, 𝑥𝑗) + 𝜆2 (10) 

 

Variables description: 

𝛼𝑖
∗ : Lagrange multiplier 

𝛼𝑖 : Lagrange multiplier 

𝑥𝑖  : the ith data 

𝑥𝑗 : the jth data 

𝜆  : scalar variable 
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6. After the forecast function is formed, a calculation is made until the prediction results are 

obtained. The output generated from sequential learning processes is the output value in the 

normalized form. Then the normalization value output must be returned (denormalizing) to the 

original value to get the output value in the actual range. The formula is shown in formula 11. 

  

𝑥 = 𝑥′ ∗ (𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛) + 𝑥𝑚𝑖𝑛 (11) 

 

where: 

𝑥 : actual data 

𝑥′ : normalized data  

𝑥𝑚𝑎𝑥 : maximum of data 

𝑥𝑚𝑖𝑛 : minimum of data 

 

7. Calculates the MAPE value (Mean Absolute Percentage Error) to get the error value of the 

function based on the formula shown in Formula 12. MAPE is a measure of relative 

determination used to determine the percentage of deviation from forecasting results. 

  

𝑀𝐴𝑃𝐸 = ⁡
1

𝑁
∑ |

𝑦̂𝑖−𝑦𝑖

𝑦𝑖
× 100|𝑛

𝑖=1  (12) 

 

where: 

𝑛 : number of predicted data  

𝑦𝑖 : the actual data 

𝑦̂𝑖 : prediction result 

3. Results and Discussion 

This research uses MATLAB R2015b tools in the application of the methods. The data used for the 

prediction process are Semarang city water consumption data in 2013-2018. Data was obtained 

from PDAM Tirta Moedal Semarang city. Before the calculation process is carried out the data that 

has been obtained is divided into training data and test data. 

The next process the data is processed or preprocessing. The preprocessing stage in this study is 

scaling using MinMax Normalization. Normalized data is carried out as a process sequential 

learning to find out the alpha and Alpha star values which are then used to predict test data. 

Parameter testing is needed to evaluate the optimal parameter values used in the prediction process, 

resulting in good prediction results and low error values.  

3.1 Testing SVR Parameter Values 

Testing of SVR parameters consists of the number of iterations, lambda, sigma, cLR, Complexity, 

and epsilon. The test starts from the number of SVR iterations followed by testing lambda, sigma, 

cLR, C, and the last test for the epsilon parameter. The range of parameter values for each test is 

adjusted starting from each parameter, for the number of iterations starting from 10-5000. This test 

is carried out to evaluate the optimal / best parameter values which produce the lowest MAPE 

value then applied to the prediction process. Figure 2 shows the results of testing the number of 

iterations that have been done. 
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Figure 2. Results of testing the number of SVR iterations 

Furthermore, the number of iterations that have been obtained is applied to the next parameter 

test to obtain the optimal parameters. Figure 3 shows the Lambda parameter test. 

 

Figure 3. Results of the lambda parameter test 

Testing the lambda parameters starts from 1-150 with the optimal parameters found in lambda 

10 with a MAPE value of 1.8192%. Next, the sigma parameters are tested as shown in Figure 4. 

 

Figure 4. Comparison of MAPE in the sigma parameter 

The optimal sigma parameter value is shown at point 0.01 with the MAPE value is 1.6645%. 

The next test by applying the best parameter results previously obtained is the cLR parameter as 

shown in Figure 5. 
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Figure 5. Comparison of MAPE values in the cLR parameter 

Based on the testing in Figure 4 shows a decrease in the value of a significant error between 

0.00001 to 0.0001. The lowest MAPE results shown in the cLR parameter test are 1.6645% at 0.01. 

The next parameter testing is parameter C which is the value limit for the regression error shown in 

Figure 6. 

 

 

Figure 6. Comparison of MAPE values in parameter C 

The result of the parameter C test shows that the MAPE value moves constantly from 0.005 to 

0.1. The test results state that the greater the value of C, the smaller the value of the error obtained 

and the result of the prediction is quite good. This is because the large C parameter values make the 

prediction model more tolerant of errors. Figure 6 shows the lowest MAPE value and constant 

motion assessed by parameter 0.01 with the lowest MAPE value which is 1.751%. Testing the last 

parameter is the epsilon parameter shown in Figure 7. 

 

Figure 7. Comparison of MAPE values in epsilon parameters 

Based on the test shown in Figure 6, the lowest MAPE value is the parameter value of 

0.00000001 with a result of 1.751%. This shows that the higher the epsilon value the higher the 

error is generated. The value of the large epsilon parameter can cause the search for solutions to 

come out of the boundary as shown in the value 0.1-1. 

3.2 Optimal Application of Parameters 

The parameters that have been obtained in the previous test are then applied in testing test data or 

prediction processes. In this study testing data used as many as 12 data. The smallest predictive 

error (MAPE) obtained was 1.921%. The prediction results for 12 data testing are shown in Figure 

7. Whereas the optimum SVR parameter values that have been obtained based on the previous test 

are shown in Table 1. 
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Table 1. The best SVR parameter results 

Lambda (λ) Sigma (σ) cLR C Epsilon (ɛ) Iteration 

10 0.001 0.01 0.01 0.00000001 1000 

 

The estimated results of water consumption for April 2018 produce a prediction of water 

consumption of 4.118.321 m3 with actual data held at 4.124.185 m3. A comparison of the graph of 

prediction results to the test data in the test is shown in Figure 7. The test results in Figure 7 shows 

that the results obtained do not have much difference compared to the actual data, or more clearly 

the results of the prediction close to the actual data. 

 

 

Figure 7. Prediction results using the RBF kernel SVR 

4. Conclusion 

The application of the support vector regression method for predicting water consumption is carried 
out in the preprocessing phase, which is data normalization. At this stage, the data will be changed 
to a range of 0 to 1 to simplify the calculation. After normalizing the data, a calculation is called a 
sequential learning process wherein the alpha and alpha star values are used in calculating 
forecasting results. Previously, parameter initialization in SVR was done, which is a lambda, sigma, 
complexity, cLR, epsilon and the number of iterations. The effect of SVR parameters on forecasting 
data varies. The small lambda and sigma parameter values show poor forecasting results with high 
MAPE results shown. The value of parameter C and cLR that are of great value produce good 
predictions and small MAPE values. Whereas for small value epsilon parameters can produce a 
small error value. The results of testing the support vector regression method have produced a 
minimum MAPE value of  1.751% with optimal SVR parameter values obtained, namely lambda = 
10, sigma = 0.001, cLR = 0.01, C = 0.01, epsilon = 0.00000001 and iterations = 1000. Results the 
prediction for April 2018 is 4.118.321 m3 with the actual data held at 4.124.185 m3.  
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