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1 Introduction 

The development of computer technology which is increasingly rapid in this era provides more and 

more benefits to human life. Nowadays, computers can work by imitating the human brain to make 

decisions that can be used in the healthcare sector. One of which is the detection of breast cancer. 

Breast cancer is the most common disease affecting women. Recent data shows 1 in 10 women 

develop breast cancer during their lifetime. Data from the American Cancer Society (ACS) states 

that breast cancer is women's primary type of cancer. A total of 57,650 women were diagnosed with 

breast cancer, and 39,520 died from breast cancer (Tuna et al., 2014). 

Global Cancer Observatory data from the World Health Organization (WHO) in 2018 shows that 

the most cancer cases in Indonesia are breast cancer, which is 58,256 cases or 16.7% of the total 

348,809 cancer cases in the world (Widowati, 2019). 

In the medical field, the diagnosis of cancer is a hot issue. With information technology, software, 

and hardware development, mass descriptive tumor feature data will be obtained and information on 

cancer research easily (Putra, Santoso, & Zahra, 2014). 
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 The advancement of computer technology has made it possible for 

computers to imitate the work of the human brain to make decisions that 

can be used in the healthcare sector. One of the uses is detecting breast 

cancer by using Machine Learning to increase the sensitivity and or 

specificity of detection and diagnosis of the disease. Convolutional 

Neural Network (CNN) is the most commonly used image analysis and 

classification method in machine learning. This study aims to improve 

the accuracy of early detection of breast cancer on mammogram images 

using the CNN method by adding the Data Augmentation and Transfer 

method. Learning. This study used a mammography image dataset taken 

from MIAS 2012. The dataset has seven classes with 322 image samples. 

The results of accuracy tests of early detection process of breast cancer 

using CNN by utilizing Data Augmentation and Transfer Learning show 

several findings: Model VGG-16, Model VGG-19, and ResNet-50 

produced the same training accuracy rate of 86%, while for validation 

accuracy, Model ResNet-50 produced the highest level of accuracy (71%) 

compared to other models (VGG-16=64%, VGG-19=61%). The use of 

more image datasets may create better accuracy. 
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A popular machine learning technique is deep learning, in which a computer model performs 

direct classification tasks from learning from text, images, or sound (Rawat & Wang, 2017). Models 

have trained on many datasets and a Convolutional Neural Network (CNN) architecture containing 

multiple layers (Devare, 2019). In medical imaging, deep learning automatically detects cancer cells 

(Charan, Khan, & Kurshid, 2018). 

The growing interest in deep learning has made CNN the most commonly used image analysis 

and classification method. CNN has had the latest results in various classification tasks (Mikołajczyk, 

Agnieszka, & Grochowski, 2018). However, the inadequacy of the dataset used could affect the 

accuracy of CNN. This problem can be overcome by increasing the amount of test data and training 

data used for the training process to improve the level of accuracy (Mahmud, Adiwijaya, & Al 

Faraby, 2019) by applying data augmentation to improve the dataset in training ((Mikołajczyk et al., 

2018; Perez & Wang, 2017; Shorten & Khoshgoftaar, 2019). One other alternative to overcome the 

inadequacy of the dataset is to apply transfer learning (Barman et al., 2019; Gopalakrishnan et al., 

2017; Vesal et al., 2018). Transfer Learning is a technique of using previously learned features from 

a data set containing a large amount of data and then transferring that learning and applying it to its 

dataset. Previous research "Classification of Breast Cancer Histology Images Using Transfer 

Learning" has succeeded in increasing the accuracy by 18.3% with the transfer learning method 

(Ahmad, Ghuffar, & Khurshid, 2019). In addition, transfer learning can also solve computing time 

and the small training dataset effectively (Barman et al., 2019). 

Based on this background, the authors researched how to apply augmentation and transfer 

learning data to the Convolutional Neural Network method to increase breast cancer detection 

accuracy. This study is entitled "Increasing Accuracy of Early Detection of Breast Cancer on 

Mammogram Images with Convolutional Neural Network (CNN) Methods Using Data 

Augmentation and Transfer Learning". 

2 Methods 

In this research, the Data Augmentation method was applied to enrich the data and Transfer learning 

as feature extractors. The technique was employed to optimize the Convolutional Neural Network 

(CNN). The classification used in this study uses softmax from CNN. From the classification results, 

an increase in accuracy from CNN after the application of Data Augmentation and Transfer Learning 

methods was obtained. The flowchart of the method used in this study is shown in Figure 1. 

 

Figure 1. Research flowchart 
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2.1 Data Preprocessing 

This study used the MIAS dataset in the form of mammographic images, consisting of 332 images 

divided into 7 classes, as shown in Figure 2. 

 

Figure 2. The example of mammography images per class 

All facial images were divided into training data and testing data. This split was done 

automatically with the ratio of 70:30. Data pre-processing employed two stages, namely crop and 

resize and reshaping. Cropping was done to cut the dataset image with a scale of 250:950, 250:950 

(pixel x was taken in the range 250 to 950, and pixel y was taken in the range 250 to 950). The image 

was 700x700 pixels in size. Cropping stages aimed to give more focus to the image area needed for 

the training stage later. Furthermore, the dataset was resized from 700x700 pixels to 224x224 pixels 

(the image size was adjusted to the input received by the model). The image results after the crop 

and resizes stage can be seen in Figure 3. 

 

Figure 3. Image result after crop and resize 

The next stage is reshaping. Initially, each mammographic image was converted into a matrix 

containing numbers at the reshape stage then the matrix was modified in dimensions according to 

what the model needs. 

2.2 Data Augmentation 

Data augmentation in this study used ImageDataGenerator, which the Keras library owns. The data 

augmentation applied were nine arguments, as shown in Table 1. 

Table 1. Types of data and augmentation parameter 

Data Augmentation Types Parameters 

Zoom 0.2 

Rotation 5 degrees 

Width shift 0.15 

Heigth shift 0.15 

Shear 0.01 

Horizontal Flip True 

Vertical Flip True 
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Fill mode Nearest 

 

With the augmentation type in table 1, the data augmentation results were obtained, as shown in 

Figure 4. 

 

Figure 4. The results of the augmented image 

2.3 Transfer Learning 

Transfer Learning is the reuse of knowledge from previously trained models to perform new tasks. 

In this study, transfer learning was used as a feature extractor. This study used the VGG-16, VGG-

19, and ResNet50 architectural models trained in ImageNet data by creating an architecture identical 

to VGG-16, VGG-19, and ResNet50, the fully connected layer and download weights. Keras 

provides several popular ImageNet models. All VGG-16, VGG-19, and ResNet50 weights have been 

trained using ImageNet datasets and can recognize colors, textures, etc. Therefore, the weights of 

VGG-16, VGG-19, and ResNet50 were used to extract features from all images in the dataset. The 

source code for the program is as follows. 

1. Using the image feature extraction results from VGG-16, the model input value was taken from 

the last vector of the feature extraction process, namely 4096. The summary of the VGG-16 model 

is shown in Figure 5. 

 

Figure 5. Summary of the VGG-16 model 

2. Using the image feature extraction results from VGG-19, the input value of the model was taken 

from the last vector of the feature extraction process, namely 4096. The summary of the VGG-19 

model is shown in Figure 6. 
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Figure 6. Summary of the VGG-19 model 

3. Using the image feature extraction results from ResNet50, the input value of the model was taken 

from the last vector of the feature extraction process, which is 2048. The ResNet50 model 

summary is shown in Figure 7. 

 

Figure 7. Summary of the Resnet50 model 

3 Results and Discussion 

3.1 Results 

The training stage was carried out using Adam's optimizer, which consisted of 30 epochs of model 

training (257 per epoch); validation steps = 97 were done by using Early Stopping setting, which 

provided a training process on a particular period where the model's performance improves on the 

validation dataset (Prechelt, 1998). 

In this paper, the authors compared the differences that occurred using the VGG-16 Model, the 

VGG-19 Model, and the ResNet50 Model. The loss and accuracy values were calculated from the 

three models on the training dataset and the validation dataset by testing the 30 epoch model and 

using the Early Stopping setting. In the VGG-16 Model, the testing stopped at the 18th epoch; the 

VGG-19 Model testing stopped at the 21st epoch; the ResNet50 model tests stopped at the 8th epoch. 

The results of the loss and accuracy model values can be seen in Table 2 below. 

Table 2. The result of loss and accuracy value 

 
Model 

VGG-16 

Model 

VGG-19 

Model 

ResNet50 

Training data Loss 2,86 3,57 3,20 

Validation data Loss 29,2 45,8 9,05 

Training data Accuracy 0,86 0,86 0,86 

Validation data Accuracy 0,64 0,61 0,71 

Based on Table 2, among the three models that have gone through the training and validation 

stages, the most minor Training Data Loss score was generated by the VGG-16 model. However, 
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they scored the same in Training Data Accuracy, while the RestNet50 Model performed best in 

Validation data Accuracy. The diagrams explaining the results can be seen in Figure 8, Figure 9, and 

Figure 10. 

 

Figure 8. Diagrams of the training and validation accuracy and training and validation loss of 

the VGG-16 model 

 

Figure 9. Diagrams of the training and validation accuracy and training and validation loss of 

the VGG-19 model 

 

Figure 10. Diagrams of training and validation accuracy and training and validation loss model 

of ResNet 50 

From the diagrams above, it can be seen that the training accuracy on each model tends to 

increase. In contrast, the validation accuracy on each model has a significant fluctuation except for 

the Resnet50 model. In the Training and Validation Loss diagram, the levels of training loss of all of 

the models tend to decrease while the levels of validation loss tend to fluctuate. 

3.2 Discussion 

After the results of training and validation were gained, the level of their accuracy could be 

calculated. The comparison of the accuracy level of the models is shown in Figure 11. 
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Figure 11. Accuracy results 

From the results of the accuracy level above, it can be seen that the accuracy results from previous 

studies that only used CNN show an accuracy of 68%. The CNN test result with VGG-16 and VGG-

19 architectural models and Data Augmentation decreased. The architectural model was less able to 

produce minimal data loss, while the most remarkable results are in system implementation using 

the ResNet50 Transfer Learning model plus Data Augmentation with an accuracy rate of 71%. The 

accuracy test results using ResNet50 increased because it was able to reduce the value of data loss 

as minimal as possible.   

This present research yields an essential finding that by applying Transfer Learning and Data 

Augmentation in the Convolutional Neural Network method, optimal breast cancer detection 

accuracy in the ResNet50 architectural model can be increased. Furthermore, this research can be a 

meaningful reference for researchers seeking to conduct breast cancer detection research. 

Notwithstanding the advantages, this study also has several disadvantages due to the lack of apparent 

image differences and unbalanced data in each class. 

4 Conclusion 

Based on the study results, it can be concluded that the application of Transfer Learning and Data 

Augmentation can optimize the Convolutional Neural Network to improve the accuracy of breast 

cancer detection with mammography images obtained from MIAS 2012. The results of accuracy tests 

of early breast cancer detection process using Convolutional Neural Networks (CNN) by utilizing 

Data Augmentation and Transfer Learning show several findings: Model VGG-16, Model VGG-19, 

and ResNet-50 produced the same training accuracy rate of 86%. In contrast, for validation accuracy, 

Model ResNet-50 produced the highest level of accuracy (71%) compared to other models (VGG-16 

= 64%, VGG-19 = 61%). 
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