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Movie is a means of delivering information as well as entertainment that
can be enjoyed by all people through various platforms such as the
internet, cinema, and television. Sentiment analysis is needed to analyze
positive and negative comments from movie lovers, these comments
come from many circles and from various sources, one of which is
IMDb (Internet Movie Database). Naïve Bayes multinomial
classification algorithm has been proposed and used by many
researchers in the case of sentiment analysis. An ensemble Adaptive
Boosting algorithm is used as a boosting algorithm to improve accuracy
in Naïve Bayes and multinomial classification models of information
acquisition. The accuracy test on the model is carried out using the
python programming language. The accuracy results obtained when
applying the Naïve Bayes multinomial classification algorithm is
84.82%, then an accuracy of 85.24% is obtained when implementing
information gain feature selection in the Naïve Bayes multinomial
classification algorithm. The highest accuracy result of 87.87% was
obtained when implementing the multinomial Naïve Bayes
classification algorithm with Adaptive Boosting and Information Gain
Selection features.
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1 Introduction
Movie or film is a means of conveying various information to the public through story media. Film
can also be interpreted as a medium of artistic expression for artists and filmmakers to express their
ideas and story ideas (Ratnawati, 2018). The quality of the film can determine the success of the
film in the eyes of the audience. The quality of the film itself can be concluded based on comments,
both positive and negative comments from the audience (Sudiantoro et al. 2018). Sentiment
analysis is a process of understanding, extracting and processing textual data automatically to
obtain sentiment information contained in a sentence, such as in movie user reviews for example
(Sudiantoro et al. 2018). The definition of classification according to Bunga et al. (2018) is a
function that is predictive by entering into certain data groups into classes. Classification is made
based on a set of training sets with classes that have been determined based on their characteristics.
Classification can predict a class in a document (Aliwy & Ameer, 2017). Classification will assign
the class correctly into a new document that is obtained from a collection of several classes
(Hamzah, 2021).
The multinomial Naïve Bayes algorithm is an algorithm has been used by Kalcheva et al. (2020) in
the case of a classification analysis of Bulgarian literature. According to Kalcheva et al. (2020)
Multinomial Naïve Bayes algorithm is one of the more accurate classification algorithms with
faster computation time. From several studies have been carried out by several researchers above, it
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can be obtained information that the multinomial Naïve Bayes algorithm is one of the most widely
used classification algorithms and it is suitable to be implemented in text mining research. In the
use of the Naïve Bayes multinomial algorithm, of course, it can be optimized with other algorithms.
One of the ensemble methods that can optimize the multinomial Naïve Bayes algorithm is Adaptive
Boosting or can also be called Adaboost (Hamzah, 2021).
Adaboost is one of the ensemble methods that is often used in various studies works by
approaching the Naïve Bayes classifier by combining several weak classifiers or weak learners,
then producing a single strong classifier for multiclass classification problems (Vergara et al. 2016).
One of the problems are often encountered in implementing the multinomial Naïve Bayes
algorithm is there are still excessive irrelevant or unnecessary features and this can reduce the
performance of the algorithm itself (Xue et al. 2014). These irrelevant features can be in the form
of words that have less correlation with the object of research. Features that do not have a
correlation with the object of research are not really needed when classifying data. Therefore, it is
necessary to implement a feature selection algorithm to handle these problems.
The selection feature implemented in this study is information gain which is used to optimize and
improve the results of data testing accuracy on the multinomial Naïve Bayes algorithm with
Adaboost. Information gain as a feature selection algorithm has been used by Somantri & Apriliani
(2018) in their research to compare the level of accuracy resulting from the application of
Chi-Square Statistical feature selection and information gain on the Support Vector Machine
(SVM) algorithm. In their research, Somantri & Apriliani (2018) concluded that the Information
Gain Selection feature has better performance with a higher level of accuracy than the Chi-Square
Statistical feature.
Based on the description of the problem above, this research focuses on increasing the accuracy of
the multinomial Naïve Bayes algorithm with Adaboost using the Information Gain Selection
feature in the classification of movie reviews sentiment analysis

2 Method
This research using multinomial Naïve Bayes algorithm with Adaboost to optimize the result and
want to increase in accuracy using the information gain selection feature which was chosen because
it to reduce irrelevant features and the dimensions of features in the data (Sari, 2016). The
schematic of the proposed model flow can be seen in Figure 1.

Figure 1. Flowchart of the proposed method
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After the dataset is collected, the next step in this research is to perform the preprocessing stage of
the data. The preprocessing result data is then converted into a number vector using Term
Frequency – Inverse Document Frequency (TF-IDF). TF-IDF data results then calculated the
weight of the highest gain value from the Information Gain with the best top k value in the
information gain classification process with Naïve Bayes and Adaboost. The last process is testing
the model of the applied methods so accuracy results are obtained.

2.1 Data Collection
In this study, the researcher used data as the object of his research. The data used in this study is a
collection of data taken from the dataset of the movie review dataset on the large movie review
v1.0 dataset. Which is accessed through the https://ai.stanford.edu/~amaas/data/sentiment/ page on
January 10, 2022. The dataset consists of 50,000 film review data containing two attributes, namely
sentiment attribute and review attribute, with a total of 50,000 positive sentiments. 25,000
documents and 25,000 negative sentiment documents. This study uses 50,000 data, then the data is
divided into training data and testing data, the comparison for training data with testing data is
80:20, as much as 80% data for training data, and as much as 20% data for testing data.

2.2 Preprocessing
The dataset obtained from the large movie review v1.0 dataset, then carried out the data
preprocessing stage by going through four stages, it is the Case Folding, Tokenizing, Stopword and
Stemming stages as described below.

● Case Folding is a process used to equalize the shape of the letters, for example from capital
letters to all non-capital letters or vice versa (Kowsari et al. 2019).

● Tokenizing is a popular technique for lexican analysis designed to break down a document or
text into individual words (Susilowati et al. 2015).

● Stopword is a list of words that have no effect in a document (Handayani & Pribadi, 2015).

● Stemming is the process of simplifying a word into a basic word (Ipmawati et al. 2017).

2.3 Term Frequency – Inverse Document Frequency (TF-IDF)
Term Frequency – Inverse Document Frequency (TF-IDF) is a feature extraction algorithm. Dey et
al. (2016) reveal the working mechanism of Feature Extraction is to calculate numerical values ​​or
information symbolically from an observation. The importance of characteristic words/terms in text
concentration will increase with increasing word frequency in each document, but will be inversely
proportional to word frequency in all text concentrations (Zhu et al. 2019).

Saadah et al. (2013) wrote the TF-IDF equation as in Equation 1 to calculate the term frequency (𝑡𝑓
) with the i term frequency ( ) being the number of occurrences of the i term ( ) in the j𝑡𝑓
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then the value will be obtained in Equation 3, namely by multiply both.

(3) 𝑡𝑓𝑖𝑑𝑓 = 𝑡𝑓 + 𝑖𝑑𝑓

2.4 Splitting Data
Using a total dataset of 50,000 documents, the data will be split with a ratio of 80% and 20%. A
total of 40,000 data will be used as training data and 10,000 data will be used as testing data. The
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reason for implementing 80:20 data splitting is based on the Pareto principle. Pareto got the result
that 20% of factors will produce 80% of other factors. In addition, the 80:20 comparison was
chosen because the comparison is most commonly used for split data with good performance.

2.5 Information Gain Feature
Information Gain is a feature selection method or feature selection that is commonly used in
sentiment analysis. The workings of feature selection are based on large feature space reductions,
namely by eliminating attributes that are less relevant and by using the appropriate feature selection
algorithm so as to increase accuracy (Jindal et al. 2015). Information Gain Selection feature
algorithm is one of the best feature selection algorithms that is often used in classifying text data.
For the calculation of the entropy value on the Information Gain Selection feature, can be seen in
Figure 2.

Figure 2. Flowchart of the information gain

2.6 Multinomial Naïve-Bayes
Naïve-Bayes multinomial is a development of the Naïve Bayes algorithm which is based on the
Naïve Bayes theorem. The way of Naïve Bayes algorithm works is to predict future probabilities
based on previous experience (Hamzah, 2021). The theorem of naïve Bayes multinomial equations
can be seen in equation 4 and equation 5.
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= Number of term or word in documents with category𝑇
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2.7 Adaptive Boosting
Boosting is an ensemble method that works sequentially where most of the base learners consist of
the same type homogenous (Hamzah, 2021). Boosting works by correcting errors contained in each
previous iteration, so the resulting base learner will give more focus to patterns that may be
difficult to classify. Boosting is widely used because it is considered effective in terms of
classification problems by changing the weights on the sample training data (Tan et al. 2019).
According to Vergara et al. (2016) the Adaboost algorithm is an iterative procedure that approaches
the Bayes classifier by combining several weak classifiers or weak learners, then producing a single
strong classifier for multiclass classification problems. From some of these statements it can be said
that Adaboost is a boosting algorithm that is used to combine the output of weak learners that
works by reducing the next weakness that is misdiagnosed in the weak learner on the previous
misclassification record by weighting each learner to get the final output. Adaboost will minimize
errors in each iteration at the time of weighting. This algorithm is sensitive to noise and relatively
less prone to overfitting.

3 Results and Discussion
This research discusses about sentiment analysis of the movie reviews v1.0 dataset, with accuracy
testing through a combination of application of classification algorithms, selection features and
ensembles. The classification algorithm used is the multinomial Naïve Bayes algorithm, with the
ensemble Adaboost method and Information Gain Selection feature. This study compares the
increase in accuracy results with other sentiment analysis studies but with different methods in each
study.
The first process that is carried out on the dataset is preprocessing the data. The results of the
preprocessing data can be seen in Table 1.

Table 1. Text Preprocessing result

Reviews Method

this a fantastic movie of three prisoners who become famous
one of the actors is george clooney and im not a fan but this
roll is not bad another good thing about the movie is the
soundtrack the man of constant sorrow i recommand this
movie to everybody greetings bart

Case folding

thi fantast movi three prison becom famou one actor georg
clooney im fan thi roll bad anoth good thing movi soundtrack
man constant sorrow recommand thi movi everybodi greet bart

Tokenize

thi fantast movi three prison becom famou one actor georg
clooney im fan thi roll bad anoth good thing movi soundtrack
man constant sorrow recommand thi movi everybodi greet bart

Stopword

thi fantast movi three prison who becom famou one actor
georg clooney and im not fan but thi roll not bad anoth good
thing about the movi soundtrack man constant sorrow
recommand movi

Stemming
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The next process is to change the word vector in the text document into a numeric vector using the
TF-IDF word vectorization method. The process in the TF-IDF method produces a weight value for
each term/word in each document obtained from the calculation of the value of the number of
occurrences of the term/word in each document (TF) and the calculation of the inverse frequency
value of the document (IDF), then from the TF value and IDF value will be used to obtain the result
of the TF-IDF value to get numeric vector result. The results of the TF-IDF process can be seen in
Table 2.

Table 2. Numeric vector result

Term Numeric Vector

review 1.43136376416

fact 1.43136376416

give 0.26413688858

never 0.26413688858

wonder 0.26413688858

sens 0.26413688858

actor 1.43136376416

dare 0.26413688858

perform 1.43136376416

plot 1.43136376416

done 1.43136376416

come 0.26413688858

kill 1.43136376416

The next step after getting the number vector is testing the top k value on the Information Gain
which is tested with the multinomial Naïve Bayes classification method. the graph for the results of
the best top k test, the information gain can be seen in Figure 3.
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Figure 3. Accuracy from the experiment top k information gain
Based on the top k information gain test, the highest accuracy was obtained with 85.24% results at
the top k 1.800. This shows that the best features obtained in the Information Gain process are
1.800 word features. The application of Information Gain in this study was able to increase the
accuracy from 84.28% when using multinomial Naïve Bayes alone to 85.24%. The next process is
testing the Adaboost parameters. The results of testing the adaboost parameters can be seen in
Table 3.

Table 3. Adaboost parameter test results

Learning Rate
Estimator

50 75 100 200 400

0.1 75.18 76.78 78.47 81.10 83.67

0.3 80.38 82.19 83.38 84.89 86.9

0.5 82.87 83.42 84.00 85.94 87.87

0.8 82.25 83.43 84.11 86.11 87.67

1.0 81.69 8341 83.64 85.67 86.83

At the stage of applying the multinomial Naïve Bayes algorithm classification with Adaboost and
Information Gain Selection feature, several Adaboost parameters will be tested, namely the
estimator and learning rate. Several numbers of Adaboost parameters were tested in the research,
the results were the learning rate or iteration and the estimator or number used to weight each
iteration which was the most optimal when the learning rate value was 0.5 and the estimator was
400 with an accuracy of 87.87%. To prove that model testing can increase accuracy, Figure 4 is a
graph of increasing accuracy of the model that has been tested in the study.
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.
Figure 4. The results of the accuracy of the proposed method

In order to know whether the method that has been applied in this study can be said to be better
than the method used in previous studies, this study compares the results of model testing accuracy
with several previous studies using the same dataset or with different datasets. The results of the
comparison of accuracy with previous studies can be seen in Table 4.

Table 4. Comparison of accuracy with previous research

Writer Method Accuracy

Baid et al., (2017)
Naïve Bayes
K-Nearest Neighbour
Random Forest

81.4%
55.30%
78.65%

Somantri, & Apriliani
(2018)

Support Vector Machine
Support Vector Machine +
Information Gain
Support Vector Machine + Chi
Squared Statistic

69.36%
72.45%

70.09%

Kalcheva et al., (2020)

Multinomial Naïve Bayes
Bernoullinaïve Bayes
Support Vector Classification
Random Forest
Adaboost

80.0%
64.0%
88.7%
74.7%
82.0%

Hamzah (2021)

Multinomial Naïve Bayes
Multinomial Naïve Bayes+ Chi
Squared Statistic
Multinomial Naïve Bayes+ Chi
Squared Statistic + Adaboost

81.39%
85.37%

87.74%

Proposed Method

Multinomial Naïve Bayes
Multinomial Naïve Bayes +
Information Gain
Multinomial Naïve Bayes +
Adaboost + Information Gain

84.28%
85.24%

87.87%
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This study was able to produce the highest accuracy after the application of the multinomial Naïve
Bayes algorithm with Adaboost and Information Gain on the movie reviews v1.0 dataset of 87.87%
on accuracy testing with the Adaboost parameter tuning with an estimator value of 400 and a
learning rate of 0.5. This is slightly different from the previous research conducted by Hamzah
(2021) when applying the multinomial Naïve Bayes algorithm with Adaboost and Chi Square
Statistics as a feature selection algorithm for accuracy testing with an estimator value of 100 and a
learning rate of 0.1 Adaboost which produces an accuracy of 87,74%.
The accuracy results obtained from this study can be said to be better than the research that has
been done by previous researchers in the case of sentiment analysis classification using the movie
reviews v1.0 dataset. The application of the Information Gain selection feature with a top k value
of 1.800 in this study was able to increase the accuracy of the multinomial Naïve Bayes
classification algorithm with Adaboost. In this study, it can produce the best accuracy rate of
87.87% when using Adaboost at an estimator value of 400 and a learning rate of 0.5 where the
estimator and learning rate values ​​are still said to be too large and take too long.

4 Conclusion
The application of Information Gain in this study is functioned as a selection feature that works by
selecting features that are less relevant based on the results obtained from the gain calculation for
each feature. The feature with the lowest gain value will then be selected by Information Gain, a
feature with a high gain value will be obtained which is considered the most relevant to the
classification. With the application of feature selection on the multinomial Naïve Bayes
classification algorithm with Adaboost, this study obtained better accuracy results than the
accuracy test without the application of feature selection. The accuracy results obtained from this
study after the application of the Information Gain and Adaboost selection features on the Naïve
Bayes multinomial classification algorithm are 87.87%, the accuracy results have increased by
3.59% compared to those using only the multinomial Naïve Bayes classification algorithm, or an
increase of 2.63% compared to when using multinomial Naïve Bayes and Information Gain.
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