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Tuberculosis (TBC) is an infectious disease caused by a virus
Mycobacterium tuberculosis. One of the organs is often infected by the
virus Mycobacterium tuberculosis is the lungs. According to Laily et al.
(2015) this disease is the second largest killer worldwide for infectious
diseases after HIV/AIDS. Therefore, the level of diagnosis accuracy
TBC disease needs to be improved using better methods. After the data
is collected, then the data is processed in the preprocessing stage and
through the normalization process so that the data range can be
balanced. Furthermore, the last process is the classification process. In
this classification process using two methods, namely Support Vector
Machine and Feedforward Backpropagation. The two classification
methods are assessed because they are simple and has a fairly precise
level of accuracy, but also has a weakness in the selection of appropriate
features. Based on research that has been done, using model testing with
10 executions, the accuracy results for Support Vector Machine
produces an accuracy of 97.41%, while the results accuracy for
Feedforward Backpropagation produces a level of accuracy by 98.51%.
This shows that the Feedforward method Backpropagation is considered
to improve the accuracy of diagnosis TBC disease.

This is an open access article under the CC–BY-SA license.

Keywords
Tuberculosis
Classification
Feedforward Backpropagation
Support Vector Machine

1 Introduction
Tuberculosis (TBC) is still a public health problem in the world and mostly affects the productive
age group, some are from socio-economic groups and have low levels of education because they
don't know the disease they are experiencing and the symptoms they suffer are almost similar to
other lung diseases. Every second, every time there is at least one person infected with TBC in the
world. Every year, there are 8 million people with tuberculosis and there will be 3 million people
with tuberculosis sufferers who die each year. 1% of the world's population will be infected with
TBC within one year. One person will have the potential to transmit TBC disease every year
(Fahmi, 2005). TBC is an infectious disease attack various organs or tissues of the body. Pulmonary
tuberculosis is the most common form. Pulmonary TBC cases are increasing from year to year
along with the increasing cases of HIV/AIDS. From the description above, it is clear that there are
many similarities between the symptoms of TBC with other lung diseases. So that an error can
occur early diagnosis for patients. Things like this can lead to even higher mortality rates due to
early mishandling of patients.
Along with the development of technology, the completion of a problem was originally done
manually, now can be done systematically through the application. Problem solving process can be
done by Algorithm on an application. Algorithms are an effective method of well-defined
commands to compute a function. Starting from a start condition and initial input, the instructions
describe a computation when executed or processed through a limited number of sequence
conditions can be well-defined and produce output (Sampurno, et al., 2018).
Artificial Neural Networks (ANN) can be problem solving in all areas field because of its ability to
classify patterns, map patterns, optimize problems, and predict. JST is a branch of artificial
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intelligence and is a mathematical model driven by the organization and functional features of
biological neural networks. Network nerves have connecting sets of artificial neurons and the
process information using a connectionist form for computing. ANN has two stages, namely
Backpropagation and Feedforward. Backpropagation itself is tested with one or more inputs is
given as the initial state of the existing network. After input is given, the network will receive the
feed and will generate a output which will then be fed back into an input. In particular, the
Feedforward Neural Network (FFNN) is often affected by the number of neuron units in the hidden
layer, which allows the level of the error is smaller. Support Vector Machine (SVM) is a machine
technique classic learning that can help solve problems big data classification as well as assisting
multi-domain applications in environments big data (Shan, 2016).

2 The Proposed Algorithm
2.1 Artificial Neural Network
Artificial Neural Network (ANN) is a branch of artificial intelligence and is a model mathematics
driven by the organization and functional features of the network biological nerves. Neural
networks have connecting sets of artificial neurons and process information using a connectionist
form for computing. Generally, ANN is an adaptive system enhances the organization of external or
internal information that travels through the network as long as learning process. The latest neural
network is a nonlinear numerical data modeling tool. They usually use sophisticated models
relationships between inputs and outputs or to uncover patterns in data. ANN has been applied in
various applications with sufficient compliance (Nasser, 2019).
ANN is a tool for modeling non-linear processes based on information collected by a vector called
the input layer, where the information is propagated layer by layer which builds the relationship
between the input and the last layer called the output layer (Aulia, 2018). The intermediate or
hidden layer consists of one or more units called neurons which are interconnected with the
neurons of the previous and subsequent layers. The number of hidden layers and the number of
neurons from each determines the topology of the network (Navares et al., 2018).
ANN is one of the information processing systems is designed to imitate the workings of the
human brain in solving a problem by starting the learning process through changing the weight of
the synapses. ANN is able to perform past data-based activity recognition. Past data will be studied
by an ANN so that it has the ability to make decisions on data that has never been studied (Alfiati,
2017).

2.2 Feedforward Neural Network
Feedforward Neural Network (FFNN) is one of the most common types of ANN. In FFNN,
neurons arranged in layers and fully interconnected to form a directed graph. The FFNN layer is an
input layer, a number of layers hidden, and output layers (Faris et al., 2016). An ANN with a
feed-forward structure or what can be called FFNN has the characteristic of not having a learning
loop where the signal travels from the input layer through the hidden layer then to the output layer
(Wibowo, 2017).
FFNN is not like other algorithms, for example Genetic Algorithm, Particle Swarm Optimization,
Ant Colony Optimization which are good at exploitation and exploration and can handle
simultaneous adaptation in each component of FFNN. However, no single method can solve all
types of problems. So, we need to improvise, adapt and build hybrid methods to optimize FFNN
(Ojha et al., 2017).
The steps carried out in the feedforward process are as follows (Fernanda & Otok, 2012).

● Each input unit (xi, i = 1, …, n) has the task of receiving the input signal xi and spreading it to
all units in the hidden layer.

● Each hidden unit (zj, j = 1, …, p) has the task of adding up the weights obtained using the
equation below.

(1)
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● The activation function has the task of calculating the output signal and sending it to the output
layer using the equation below.

(2)

● Each output unit (Yk, k = 1, …, m) has the task of adding up the weights of the output signal
using the equation below.

(3)

● The next activation function has the task of calculating the output signal using the equation
below.

(4)

2.3 Backpropagation Neural Network
Backpropagation Neural Network (BPNN) is an ANN training method supervised. It evaluates the
error contribution of each neuron after a data set has been processed. The purpose of BPNN is to
modify weights to train the neural network to map arbitrary inputs to outputs correctly.
Multi-layered perceptrons can be trained using backpropagation algorithm. The aim is to study the
weights for all the linkages in a multi-layered network. Minimum error function in the weight space
is calculated using the gradient descent method. The resultant weight that offers the minimum error
function is the solution to the learning problem (Amrutha & Remya, 2018).
BPNN is a general method of learning ANN how to complete a given task. This is a supervised
learning process and is an implementation of the delta rule (Vamsidhar et al., 2010). BPNN is a
supervised learning algorithm with many layers. This algorithm is also included in the type of
controlled learning uses a weight adjustment pattern to achieve a minimum error value between the
predicted input and the actual output. This algorithm is an excellent method for dealing with
complex pattern recognition problems related to pattern recognition, prediction and identification
(Wibowo, 2017).
BPNN is a well-known network that is known for its accuracy because it allows itself to learn and
improve itself so that it can achieve higher accuracy. The BPNN model was developed as an
extension of the perceptron learning algorithm to a multi-layered NN as shown in Figure 1.

Figure 1. Backpropagation Neural Network Architecture
The steps carried out in the backpropagation process are as follows (Fernanda & Otok, 2012).

● Each output unit (Yk, k = 1, …, m) has the task of receiving a target pattern based on the pattern
in the input training.

● Perform the process of calculating error information using the equation below.
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(5)

● Calculate the correction weight to update the previous Wjk with the equation below.

(6)

● Each hidden unit (zj, j = 1, …, p) has the task of adding up the input delta from the layer above
it using the equation below.

(7)

● Multiply the weight correction to update the previous Vij with the equation below.

(8)

● Updating the weights and biases with the following conditions.
a. Each unit of output (Yk, k = 1, …, m) has the task of updating its weights and biases using

the equation below.

(9)

(10)

b. Each hidden unit (zj, j = 1, …, p) has the task of updating its weights and biases using the
equation below.

(11)

(12)

c. Make testing for stop conditions.
BPNN has the ability to solve complex problems. This is possible because the network with this
algorithm is trained using the supervision learning method so that it can recognize the input pattern
of a data with a high level of accuracy (Fitryadi et al., 2016). BPNN is an ANN model with
multilayer which is often used for estimating time series data. This method is the best method in
dealing with the problem of recognizing complex patterns. Some applications that use the BPNN
method are data compression, computer virus detection, object identification, and many more. In
general, BPNN can be applied in various fields as a forecasting method, while in future research,
applying the BPNN model to diagnose TBC cases in Indonesia with input of factors that affect
TBC.

2.4 Support Vector Machine
Support Vector Mahine (SVM) is one of the classic machine learning techniques can be used to
help solve big data classification problems and help multi-domain applications in a big data
environment (Shan, 2016). SVM is one of the machine learning methods whose workings are based
on the principle of Structural Risk Minimization (SRM) to obtain functional best separator
(hyperplane) that can separate two data sets from two different classes (Rahutomo, et al., 2018).
SVM can accurately classify genes into several functional categories and make predictions to
identify the function of unnotated yeast genes (Brown et al., 1999). SVM is able to classify tissue
and cell types, just like the perceptron method. In addition, SVM can also be used to identify
mis-labeled data. In this study, a simple kernel was applied (Furey et al., 2000). Data processing
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can be done with text mining techniques. To process large text data is required a machine to explore
opinions, including positive or negative opinions. SVM is one of the classification algorithms that
can be used for sentiment analysis. However, SVM works less well on the large-sized data.
(Larasati, et al., 2019).

3 Method
Before in this research, diagnosis of TBC disease performed by applying SVM and Feedforward
Backpropagation as classification method. The desired results in this research are the accuracy of
the proposed method. The flowchart of this research method can be seen in Figure 2.

Figure 2. Figure of research steps
This research begins by preparing the dataset which carried out in a preprocessing stage. In this
case, the dataset only goes through a step, which is attribute normalization. The research on
analyzing TBC disease using SVM and Feedforward Backpropagation is carried out in several
stages. The first stage is to prepare the database, which is collected from Kaggle. The dataset is
split into 70% training data and 30% test data. The second step is to normalize the attribute of the
dataset, the xi data in the range of [-1–1] which has zmax as the maximum value and zmin as the
minimum value from the data attributes.
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Prediction is an important thing used to know the future events by recognizing the patterns of
events in the past. While knowing the events that will happen, it makes everyone better prepare
everything, both for human life and their property (Hikmawati, et al., 2017).

4 Results and Discussion
In this study, the SVM and Feedforward Backpropagation methods were used to compare the
process in diagnosing TBC starting from testing, modeling, system design, and discussing system
results. A more complete explanation regarding the research results is as follows.

4.1 Parameter Testing Result
Parameter test results obtained parameter values ​​in the method used. The results of data
classification are carried out by dividing the data into two parts, 70% of the data is used for training
data and 30% of the data is used for test data. The total data obtained were 404 training data and
173 test data. So that the tests carried out will be divided into two, it is testing the SVM parameters
and the Feedforward Backpropagation parameters as follows.

4.1.1 Support Vector Machine Parameter Test Results
The results of the SVM parameter test using the best cost (C) parameter using a Linear Kernel. The
parameter initialization search process can be seen in Table 1.

Table 1. C Parameter Test Results

Kernel Parameter C Accuracy (%)

Linear 0.001 48.88

Linear 0.01 48.88

Linear 0.1 98.26

The results of testing the initialization parameter C using training data get the best results using a
linear kernel and C = 0.1 with an accuracy of 98.26%. To calculate the accuracy using the
Confusion Matrix shown in Table 2.

Table 2. Confussion Matrix SVM

Prediction

Positive Negative

Actual
Positive 197 0

Negative 7 199

Accuracy = = 98.26%

4.1.2 Feedforward Backpropagation Parameter Test Results
The results of testing the Feedforward Backpropagation parameters tested include the number of
hidden layers, the number of iterations (epochs), and the learning rate value to determine the results
of data processing using training data. The results of this test produce Mean Square Error (MSE)
and Accuracy (%) values ​​which are the reference values ​​to determine the best parameters in this
study. There are three parameters tested in this study, such as.
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Table 3. Feedforward Backpropagation Parameter Test Results

Input/

Hidden layer

Learning rate Epoch Mean Square Error Accuracy (%)

1/25 0.2 40 0.00043 95.41

1/20 0.005 50 0.00089 34.92

1/10 0.01 30 0.00066 54.44

1/5 0.05 20 0.00063 56.39

1/10 0.2 40 0.22886 95.69

1/20 0.05 10 0.00068 47.28

1/15 0.005 20 0.25365 38.79

1/20 0.01 30 0.00062 51.62

1/5 0.1 50 0.00067 58.35

1/25 0.2 40 0.00051 98.51

4.1.3 Result of Determination of Support Vector Machine Model
The results of the parameter testing of the SVM method get a fairly good accuracy result, which is
98.26% by using the parameter C = 0.1. Therefore, the process of determining the model will use
the parameter C = 0.1 and use the Confusion Matrix calculation. The results of determining the
SVM model will be shown in Table 4.

Table 4. Result of Determination of Support Vector Machine Model

Prediction

Positive Negative

Actual
Positive 66 0

Negative 3 47

Accuracy = = 97.41%

4.1.4 Result of Determination of Feedforward Backpropagation Model
The results of determining the Feedforward Backpropagation model are carried out using the best
results from the parameter testing that has been done previously. The values ​​of these parameters are
shown in Table 5.
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Table 5. Feedforward Backpropagation Parameters

Parameter Nilai

Input layer 1

Hidden layer 25

Learning rate 0.2

Epoch 40

The training results from the calculation process using the Feedforward Backpropagation method
and the parameters are shown in Table 6.

Table 6. Data Training Results

Hidden layer Epoch Learning rate MSE Accuracy (%)

25 40 0.2 0.00064 58.35

25 40 0.2 0.00068 58.56

25 40 0.2 0.00047 63.77

Then the model obtained from the training results is tested using test data, the test results from the
test data are shown in Table 7.

Table 7. Data Testing Results

Hidden layer Epoch Learning rate MSE Accuracy (%)

25 40 0,2 0,00043 95,41

25 40 0,2 0,22886 95,69

25 40 0,2 0,00051 98,51

The research that has been conducted, applies the SVM and Feedforward Backpropagation methods
to get the results of a comparison of the level of accuracy in the diagnosis of TBC disease. This
study resulted in the workings and performance of the method, as well as to find out which one is
better in diagnosing TBC disease. In this study, a comparison of the accuracy of the SVM and
Feedforward Backpropagation methods will be carried out as seen from the data testing process.
The first method used is the SVM method. This method will calculate the accuracy value, then the
result of the largest accuracy value will be selected. From the results of experiments carried out
using the parameter C = 0.1, it produces an accuracy value of 97.41%. Feedforward
Backpropagation method each execution produces a different accuracy value. After doing several
experiments, the highest accuracy value is 98.51%. Comparison of the results of the accuracy of
each method can be seen in Table 8.
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Table 8. Comparison of The Results of The Accuracy of Each Method

Method Accuracy (%)

Support Vector Machine 97.41

Feedforward Backpropagation 98.51

Research conducted by researchers has the advantage that the Feedforward Backpropagation
method can produce a better level of accuracy than the SVM method. However, this study also has
a drawback, namely the Feedforward Backpropagation method produces a low accuracy value, if
using parameters other than those specified. Therefore, further development is needed so that data
processing in each method can run as much as possible.

5 Conclusion
The application of the Feedforward Backpropagation method can be demonstrated starting from
four stages, it called the data collection stage, the pre-processing stage, the system design stage, and
the system testing stage. The data retrieval stage is in the form of searching and sorting TBC
datasets from open source in the form of Kaggle, then the pre-processing stage, which is
normalizing the data into binary numbers. Furthermore, the system design stage is displayed using
the Flask Framework to display an attractive and user-friendly system display. The last stage is
testing the system using predetermined parameters in order to produce maximum accuracy in
diagnosing TBC disease. The highest accuracy results are obtained from the application of the
SVM method to get 97.41% using the C = 1 parameter and the Feedforward Backpropagation
method 98.51% using the input neuron parameter = 1, hidden layer = 25, learning rate = 0.2, and
epoch = 40. Thus, it is found that the Feedforward Backpropagation method can improve the
results of better accuracy than the SVM method in the diagnosis of tuberculosis.
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