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Abstract.  

Purpose: This study aims to compare the PNN an K-NN algorithms to determine the accuracy and the speed used for 

diabetes classification. 

Methods: There are two algorithms used in this study, namely Probabilistic Neural Network (PNN) and k-Nearest 

Neighbor (k-NN). The data used is the Pima Indians Diabetes Database. The dataset contains 768 data with 

8 attributes and 1 target class, namely 0 for no diabetes and 1 for diabetes. The dataset has been divided 

into 80% training data and 20% testing data.  
Result: Accuracy is obtained after implementing k-fold cross validation (k = 4). The accuracy results show that the k-

NN algorithm is superior and has better quickness compared to the PNN. The k-NN algorithm obtains an accuracy of 

74.6% for all features and 78.1% for four features. 

Novelty: The novelty of this paper is optimizing and improving accuracy which is implemented with by focusing on 

data preprocessing, feature selection, and k-fold cross validation in the classification algorithm. 
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INTRODUCTION 
Diabetes mellitus is a metabolic disorder characterized by a prolonged increase in blood sugar levels beyond 

normal limits [1]. Initially, diabetes mellitus does not show any obvious symptoms. However, when it is 

detected late in its treatment there is a risk of complications [2]. Complications that could happen contain 

cardiovascular disease, stroke, kidney failure, eye, and other disease [3]. There are three types of diabetes 

mellitus including type 1 diabetes, type 2 diabetes, and type 3 gestational diabetes [4]. The World Health 

Organization (WHO) says that the number of diabetes patients has increased from 108 million to 422 

million in 2014. Estimates show that in 2045 this number will reach 629 million. In 2016, there were reports 

of around 1.6 million people dying due to diabetes [5]. 

 

Diabetes is a major health problem in the world. Because the number of cases of diabetes continues to 

increase from year to year. In this case, of course, it is necessary to find a solution to be able to predict 

diabetes. The existence of a diabetes predictor tool can make it preventive for patients to find out whether 

the disease is present early. It can also prevent diabetes from getting worse. Diabetes can be detected using 

historical patient data containing information about a patient's symptoms or conditions [6]. Nowadays, 

technology has growing rapidly. With current technological advances, a disease will be detected more 

quickly through these symptoms [7]. In the health sector, there is a lot of data or big data can be processed 

and produce new information. The processing of data that can be extracted as information or knowledge 

pattern from sets of data, then it is called data mining approach [8]. Solving these problems can be 

implemented with current technological developments, namely data mining. Data mining is a technique to 

process a data to find the patterns in a specific domain. Moreover, it is also finding relationships between 

the attributes of data samples using statistical and computer science technique [9]. 
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This data mining method can be used in the world of health in making models to predict and classify the 

health problems that are being faced. Classification is one of the most frequently used types of data mining. 

The decision in data mining can be predicted by using classification technique [8]. Classification is used to 

classify data into predefined categorical class labels. In classifying data, the classification algorithm will 

create a classification model. This technique is a two-step process consisting of training and testing. The 

classification technique has been used to determine the medical diagnosis and prognosis of person with the 

symptoms and health conditions dataset [10]. Prediction is an important matter for knowing future events 

by recognizing patterns of past events. By knowing the events that will occur, everyone will be more careful 

and of course prepare for all possibilities both in life and related to property [11].  

  

As for research with diabetes objects conducted by [12], using six algorithms namely Support Vector 

Machine (SVM) , Random Forest (RF), Logistic Regression (LR), K-Nearest Neighbor (KNN), Decision 

Tree (DT), and Naïve Bayes (NB). SVM and KNN obtained the highest accuracy of 77%. Then there are 

limitations to research on diabetes, namely the size of the dataset and the missing attribute values. Further 

research from [13], using Decision Tree (DT), Discriminant Analysis (DA), Logistic Regression (LR), 

Support Vector Machine (SVM), k-Nearest Neighbors (k-NN), and ensemble learners. The highest 

accuracy results by LR with an average accuracy of 77.9%. The research suggests using the feature selection 

method to improve classification accuracy. Then, research [14], using Decision Tree (DT), Support Vector 

Machine (SVM), and Naïve Bayes (NB) algorithms. The highest accuracy by the NB algorithm is 76,30%. 

This study didn’t use cross validation. In addition, accuracy can be improved by using other machine 

learning algorithms. Then, research from [15] uses four algorithms namely Naïve Bayes (NB), Support 

Vector Machine (SVM), Random Forest (RF), and Simple CART. This study didn’t implement cross 

validation techniques. Furthermore, research from [16] uses the J48 Decision Tree, Random Forest (RF), 

and Naïve Bayes (NB) algorithms. In this research, it is necessary to increase accuracy by using appropriate 

preprocessing techniques for data management and analysis.  

 

Previous studies have explained that the classification system can handle predicting a problem, including 

predicting a disease. In this study, two algorithms will be used, namely Probabilistic Neural Network (PNN) 

and k-Nearest Neighbor (k-NN). Probabilistic Neural Network and k-Nearest Neighbor algorithms are 

included in the algorithms used in classification problems. Probabilistic Neural Network and k-Nearest 

Neighbor algorithms are included in the algorithms used in classification problems. Probabilistic Neural 

Network algorithm has faster training compared to Multilayer Perceptron Network [17]. Then, k-Nearest 

Neighbor (k-NN) algorithm is able to classify datasets using a training model similar to the test query by 

calculating the closest k training data points (neighbors) to the query being tested [18]. The purpose of this 

study is to compare the PNN and k-NNalgorithms in terms of the accuracy and speed of the two algorithms 

used for diabetes classification. Focus in this study on data preprocessing with filling the data with a value 

of 0 for the mean or median value. In addition, the final results of this study are the application of feature 

selection of the Pearson correlation type, and the k-fold cross validation test. So that it can be seen which 

algorithm produces better accuracy and speed in classifying diabetes 

 

METHODS 

This study focuses on comparing the accuracy of the PNN and k-NN classification algorithms for 

classification of diabetes. This accuracy comparison is accompanied by focusing on data preprocessing, 

and the use of feature selection and k-fold cross validation. The process starts from input dataset, data 

preprocessing, feature selection, data split, modeling classification algorithms, and model testing. The 

process stages can be seen in Figure 1.  
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Figure 1. Flowchart Research Design 

Dataset 

The dataset that used is the dataset found on the Kaggle website. This study took a dataset from the Pima 

Indians Diabetes Database which can be downloaded via https://www.kaggle.com/datasets/uciml/pima-

indians-diabetes-database. This dataset has a total of 768 data with 8 attributes and 1 target class [19]. The 

dataset can be seen in Table 1.  

 

Table 1. Dataset Pima Indians 
Variables Description 

Pregnancies Number of times pregnant 

Glucose Plasma glucose concentration 2 hours in an oral 

glucose tolerance test 

BloodPressure Diastolic blood pressure 

SkinThickness Triceps skinfold thickness 

Insulin 2-hour serum insulin 

BMI Body Mass Index 

DiabetesPedigreeFunction Diabetes pedigree function 

Age Age (years) 

Outcomes Class variables (0 or 1) 

 

Data Preprocessing 

This stage is an initial technique in data mining and data analysis. This process will transform or process raw 

data into useful and efficient formats and information. It aims to be understood and analysed by computers 



 

 

Recursive Journal of Informatics, Vol. 1, No. 2, September 2023 | 76  

in machine learning. The format of the raw data that taken from various dataset sources, often have 

experiences errors, missing values, and inconsistent data. Data preprocessing consists of the following stages. 

1. Data cleaning includes dealing with missing values, removing noise and irrelevant data [20]. In this 

case, duplicate data will be removed, overcoming the outliers in the variables, and filling in values 

that are 0 with the median or mean in each variable.  

2. Data integration is a process of combining data from several existing sources. Data integration is 

only done if the data comes from different places [21].  

3. Data selection selects the data attributes to be used so that the data can be processed according to 

the needs of the data mining stages [21]. 

4. Data transformation will change the shape and format of the data in a form that is suitable for the 

data mining process [20]. The technique used at these stages in this study is the StandardScaler. 

 

Feature Selection 

Feature selection is a preprocessing technique that exists in data mining to select relevant features and reduce 

data by eliminating unnecessary attributes. The goals of feature selection include getting better predictive 

performance, speeding up the prediction process, reducing costs, and understanding the process of obtaining 

data better [22]. In this study, the Pearson correlation will be used in the feature selection process. Pearson 

correlation is a statistical matrix that calculates the strength and linear relationship between two random 

variables. This process has been applied to various indexes in statistics including data analysis, classification, 

clustering, decision making, financial analysis, biological research and others [23]. This Pearson correlation 

method works to calculate the correlation or relationship between variables in the dataset used.  

 

Data Split 

This split data stage is carried out after the data preprocessing has been completed. Split data will be divided 

into datasets such as training data and testing data. Training data is used as a data pattern in the formation 

of data mining models. While data testing is a stage that is used after the training process is complete. Data 

testing is used to carry out tests in applying the classification model. This study uses the composition of 

data division into training data and testing data, namely 80% for training data and 20% for testing data 

according to research conducted by [24]. 

 

Modeling Classification Algorithms 

The classification stage consists of two classification processes using the PNN and k-NN algorithms. The 

classification technique has two stages of the process consisting of the learning stage and the classification 

stage. The learning stage is a classification model built or created. While the classification stage, namely 

the model is used to predict class labels in the given data [25]. This techniques is often used in the world of 

health, one of which is to predict disease [22].  

 

In this research, the Probabilistic Neural Network algorithm provides a solution to the problem of pattern 

classification by following the approach developed in statistics, which is called a Bayesian classifier. The 

network paradigm also uses the Parzen estimations which adds up to builds density probabilities function 

required by Bayes theorem [26]. In addition, PNN has a structure consisting of four layers, namely the input 

layer and three information processing layers starting from the pattern layer to the summation layer, and 

continuing to the output layer [27].  

 

As for the k-Nearest Neighbor (k-NN) algorithm is used in solving problems related to regression and 

classification [3]. Classification in the k-Nearest Neighbor algorithm is carried out based on the distance 

between training data and testing data. This distance can be calculated using the Euclidean distance. Based 

on the similarity between training data and testing data, the k nearest neighbors are selected. At the input 

the value of k is a positive integer. The value of k is a variable regarding the number of nearest neighbors. 

The label associated with the neighbor is taken as a reference.  

 

Testing data is associated with the class that has the majority among the k nearest neighbors [28]. The 

stages of the classification of the PNN and k-NN in this study can be seen in Figure 2 and Figure 3.  
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Figure 2. Flowchart Probabilistic Neural Network 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Flowchart k-Nearest Neighbor 

 

Model Testing 

In this study, model testing was carried out using the accuracy of the confusion matrix and k-fold cross 

validation with a the number of k = 4. In machine learning, the performance of an algorithm can be show 

by using the confusion matrix. Confusion matrix is a special table layout that allows visualize the 

performance of each class category [29]. Calculation of accuracy using Equation 1.  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

     (1) 

Accuracy is the ratio between data that is correctly classified and the total sample. The accuracy calculation 

in Equation 1 has several variables where TP is a True Positive value, TN is a True Negative value, FP is a 

False Positive value and FN is a False Negative value. So, the sum of TP and TN divided by the total 

number of TP, TN, FP, and FN.  
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RESULT AND DISCUSSION 
This study applies feature selection with Pearson correlation and k-fold cross validation for diabetes 

classification using the PNN and k-NN classification algorithms. After the data is retrieved, the next process 

is data preprocessing, feature selection, and data split. The Pima Indians dataset is called which can be seen 

in Figure 4. 

 
Figure 4. Calling dataset Pima Indians 

The next process is data preprocessing, such as data cleaning, data integration, data selection and data 

transformation. Result from data preprocessing can be seen in Figure 5. 

 
Figure 5. Result from data preprocessing 

 

 

 

 

Then, result of feature selection with the Pearson correlation which can be seen in Figure 6. 
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Figure 6. Result of feature selection 

Figure 5 show that the four features that have a high correlation include pregnancies, glucose, BMI, and 

age. Therefore, this study will use these four features and all features to compare the accuracy results. After 

that, the dataset division of 80% training data and 20% testing data is 614 data for training data and 154 

data for testing data. The results of the accuracy of the Probabilistic Neural Network and k-Nearest 

Neighbor on the implementation of all features with k-fold cross validation, namely the value of k is 4 can 

be seen in Table 2. 

 

Table 2. Accuracy of all features 

Test 
All Features Classification Algorithms 

Probabilistic Neural Network (PNN) k-Nearest Neighbor (k-NN) 

1 75.5 % 78.1 % 

2 73.9 % 70.3 % 

3 77.0 % 77.6 % 

4 70.8 % 72.3 % 

Means 74.3 % 74.6 % 

 

Then, the results of the accuracy of the Probabilistic Neural Network and k-Nearest Neighbor algorithms 

with the application of four features and k-fold cross validation, namely the value of k is 4 can be seen in 

Table 3. 

 

Table 3. Accuracy of four features 

Test 
Four Features Classification Algorithms 

Probabilistic Neural Network (PNN) k-Nearest Neighbor (k-NN) 

1 76.5 % 78.6 % 

2 72.9 % 79.6 % 

3 77.0 % 76.5 % 

4 76.0 % 77.6 % 

Means 75.7 % 78.1 % 
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Looking at Table 2 and Table 3, the final results of the comparison of the average accuracy of the k-fold 

cross validation on the two classification algorithms are illustrated in tabular form which can be seen in 

Table 4.  

Table 4. Accuracy Final Results 

Accuracy 
Classification Algorithms 

Probabilistic Neural Networks (PNN) k-Nearest Neighbor (k-NN) 

All features 74.3 % 74.6 % 

4 features 75.7 % 78.1 % 

 

Based on the accuracy value obtained from each algorithm. Both of these algorithms produce accuracy 

values above 70% by implementing k-fold cross validation on all features and four features. The accuracy 

value of the k-Nearest Neighbor (k-NN) algorithm is superior to that of the Probabilistic Neural Network 

(PNN). So, the k-Nearest Neighbor algorithm is able to work well in the classification of diabetes. Then 

the comparison of this study with previous research can be seen in Table 5.  

 

Table 5. The related research 
Writer Datasets Algorithms Accuracy Results 

Sarwar et al (2018) Pima Indians Support Vector Machine, K-Nearest 

Neighbor, Logistic Regression, 

Decision Tree, Random Forest, 

Naïve Bayes 

 SVM and KNN = 77 % 

Al-Zebari & Sengur (2019)  Pima Indians Decision Tree, Discriminant 

Analysis, Logistic Regression, 

Support Vector Machines, k-Nearest 

Neighbor, Ensemble Learners → 24 

classifiers 

Logistic Regression = 77.9 % 

Sisodia & Sisodia (2018) Pima Indians Decision Tree, Support Vector 

Machine, Naïve Bayes 

Naïve Bayes = 76.30 % 

Proposed Method  Pima Indians  Probabilistic Neural Network, k-

Nearest Neighbor  

k-fold accuracy with 4 

features k-NN = 78.1 %, all 

features k-NN = 74.6 % 

 

Based on related research, the strengths of this study are that using the PNN and k-NN algorithms can 

produce optimal accuracy and can classify diabetes properly. The results of increasing and optimizing 

accuracy are supported by focusing on data preprocessing, implementing feature selection and k-fold cross 

validation. In addition, the classification quickness of the Probabilistic Neural Network (PNN) has a faster 

training process, including the k-Nearest Neighbor algorithms. However, this research has a drawback, 

namely the dataset used only has data in the number and attributes that are not large enough. Furthermore, 

the k-Nearest Neighbor algorithm has a weakness regarding sensitivity to noise data, missing values, and 

outliers so that handling is needed to overcome this in research to optimize the accuracy obtained. As for 

the Probabilistic Neural Network algorithm, it is necessary to do try and error to determine the parameters. 

 

CONCLUSION 

This study describes the classification algorithm of the PNN and k-NN by applying feature selection and 

k-fold cross validation in the classification of diabetes. The aim is to determine the accuracy and quickness 

resulting from the two algorithms. Increasing and optimizing accuracy is supported by focusing on data 

preprocessing, implementing feature selection, and k-fold cross validation. The value of k from k-fold cross 

validation is 4. The results obtained show that the quickness of the Probabilistic Neural Network algorithm 

only takes a short time in the training process. The quickness of k-nearest neighbor has fast, and effective 

training used on large training data. However, in this study the quickness of the k-Nearest Neighbor 

algorithm is superior. The accuracy obtained 74.6 % for all features and 78.1 % for the four features of the 

k-Nearest Neighbor algorithm. Then, the accuracy obtained by the Probabilistic Neural Network is 74.3 % 

for all features and 75.7 % for four features. However, these results cannot be tested directly in the health 

world because the error value is still above 0.5%. Future research can use the same algorithm or different 

algorithm but add the combination method and the same dataset and implement different types of feature 

selection. In addition, subsequent research, can use datasets with larger data. 
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