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Abstract.  

Purpose: This study aims to apply feature selection particle swarm optimization (PSO) and gain ratio to the naïve 

Bayes algorithm and gauging the level of accuracy before and after applying PSO feature selection and gain ratio to 
the naïve Bayes algorithm in the diagnosis of heart disease. 

Methods/Study design/approach: Data collection is done by using taking the Cleveland dataset obtained from the 

UCI machine learning repository. The data used in this study were 303 samples. The data is processed using the 

preprocessing stage. The naïve Bayes algorithm is used for a classifier, while PSO and gain ratio for feature selection. 
Result/Findings: The results of the study revealed that the classification accuracy of the naïve Bayes algorithm 

without the application of feature selection in the Cleveland dataset is 86.88%, while the results of the classification 

accuracy of the naïve Bayes algorithm after applying PSO and gain ratio in the Cleveland dataset is 93.44%. 

Application of PSO and gain ratio as feature selection algorithms can improve classification accuracy by 6.56%. 
Novelty/Originality/Value: This study combines the PSO feature selection and gain ratio on the naïve Bayes 

algorithm using the Cleveland dataset. The research model that was carried out was enriched by carrying out the 

preprocessing stages, namely data cleaning, changing the number of class labels, data normalization, and data 

discretization. This study shows that using a combination of the PSO feature selection algorithm and the gain ratio 
gives better accuracy to the naïve Bayes algorithm in diagnosing heart disease. 
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INTRODUCTION 
Heart health is crucial for human well-being and quality of life. The heart is one of the most important 

organs in the human body as it pumps blood, which carries oxygen and nutrients to all the other organs 

and tissues. Without a healthy heart, the body cannot function properly, and everyday activities can 

become difficult. Heart or cardiovascular disease is the narrowing or blockage of blood vessels that cause 

a heart attack, chest pain, or stroke [1]. Heart disease is a disease with a high mortality rate of more than 

12 million deaths worldwide due to heart disease [2]. The high number of people with heart disease also 

impacts on the country's economic losses. Therefore, we need a method of examination to find out 

whether a person has heart disease. Early diagnosis of heart disease is very important for better outcomes 

and faster recovery. Early diagnosis of heart disease can use a collection of medical record data to make a 

pattern for determining heart disease by utilizing data mining with a classification process. 

 

Data mining classification algorithms can assist medical experts in diagnosing heart disease [3]. One of 

the successful data mining techniques used in diagnosing heart disease patients is the naïve Bayes method 

[4]. Naïve Bayes is one of the algorithms in data mining techniques that apply Bayes' theory in 

classification [5]. The naïve Bayes algorithm model has a very minimum error rate and is known for its 

simple, fast, and highly accurate calculations [6]. The naïve Bayes method is also considered to work 

better than the other classifier models because it has a better level of accuracy [7]. However, the naïve 

Bayes algorithm also has weaknesses, namely, the prediction of the probabilities of running is not 

optimal, and the lack of selecting features that are relevant to classification causes low accuracy [8].  
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Feature selection is a technique for reducing attribute dimensions. Dimensional reduction is made to 

obtain relevant and not redundant attributes to speed up the classification process and increase the 

accuracy of the classification algorithm [9]. Particle swarm optimization (PSO) has superior search 

performance for solving optimization problems with a faster and more stable convergence rate [10]. The 

Gain ratio can be used for feature selection and can handle high-dimensional datasets [11]. Both 

algorithms give good results when combined with several other classifier algorithms. As in research 

conducted by Utami [12] using PSO feature selection on the SVM and k-nearest neighbor algorithms, and 

the use of a gain ratio algorithm which can increase the accuracy of the k-nearest neighbors algorithm 

[13].  

 

Based on the explanation that has been explained, this study focuses on optimizing the classification 

results of the naïve Bayes algorithm using the particle swarm optimization (PSO) feature selection 

algorithm and gain ratio in selecting relevant attributes so as to produce the best accuracy in diagnosing 

heart disease. 

 

METHODS 

In this study, the first step taken was to prepare the dataset to be used, then preprocess the data starting 

from cleaning the data, namely the process of handling missing values, then changing the number of class 

labels, data normalization, and data discretization. After that, a feature selection process is carried out and 

later, the results of the selected features will be used in the classification process. The classification 

algorithm used is naïve Bayes. The flowchart of the method used in this study is shown in Figure 1. 

 

 
Figure 1. Research model 

 

1) Data collection 

The data used in this study is the Cleveland dataset obtained from the UCI machine learning 

repository via the archive.ics.uci.edu site. This data is public so that anyone can use it. This data 

consists of 303 samples with 13 attributes and 1 class label. The Cleveland dataset attributes, and 

their descriptions can be seen in Table 1. 
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Table 1. Cleveland dataset attributes and their description 

 

 

 

 

 

 

 

 

 

 

 

 

 

2) Data preprocessing 

Data preprocessing is required so that the dataset is in accordance with the analytical method used. 

The preprocessing stages of being carried out are as follows. 

a. Data cleaning 

Data cleaning is used to identify and correct the data to be studied. Data correction was carried 

out because the data contained missing values or missing values. Fill in the missing value using 

the most frequent method or frequently appearing value [14].  

b. Change class label 

The class label on the Cleveland dataset consists of 5 classes, namely 0, 1, 2, 3, and 4. A value of 

0 means there is no risk of heart disease, while values of 1, 2, 3, and 4 mean there is a risk of 

heart disease with different levels of risk. In this study, the number of class labels was changed, 

which was 5 into 2 classes 0 and 1, where class 0 indicated no heart disease and class 1 indicated 

heart disease [15].  

c. Data normalization 

Data normalization is done to balance data values. The normalization method used is Min-Max 

Normalization. Normalization is performed to change the data value into a data range between 0 

to 1 [16].  

d. Data discretization  

Data discretization is used to change continuous features into discrete ones [17]. Discretization 

used in this study is a type of equal frequency, which divides data or determines intervals based 

on the same frequency. The use of discretization uses the scikit-learn library, namely 

KbinsDiscretizer with n_bins=3. 

 

3) Feature selection using PSO 

After the data is preprocessed, the data was applied features selection using PSO algorithm. The 

stages of feature selection using PSO are as follows [14]: 

1. Initialize the PSO parameters, the speed, and position of each particle randomly set within a 

predetermined range. 

2. Calculate the fitness of the particle using the fitness function formula in Equation 1. 

 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠
           (1) 

 

3. Determine and update the pbest and gbest values of each particle based on the fitness function 

with Equation 2 for the pbest value and Equation 3 for the gbest value. 

 

𝑖𝑓(𝑝𝑜𝑠 > 𝑝𝑏𝑒𝑠𝑡): 𝑝𝑏𝑒𝑠𝑡 = 𝑝𝑜𝑠              (2) 

 

𝑖𝑓(𝑝𝑜𝑠 > 𝑔𝑏𝑒𝑠𝑡): 𝑔𝑏𝑒𝑠𝑡 = 𝑝𝑜𝑠              (3) 
 

 

 

 

 

Attributes Description Type 

Age Age  Numerik 

Sex Gender Nominal 

Cp Chest pain Nominal 

Trestbps Blood pressure Numerik 

Chol Cholesterol Numerik 

Fbs Blood sugar Nominal 

Restecg Results electrocardiography Nominal 

Thalach Heart rate maximum Numerik 

Exang Induced angina Nominal 

Oldpeak Depression Numerik 

Slope Tilt ST segment Nominal 

Ca Number of vessels main blood colored with fluoroscopy Numerik 

Thal Heart rate type Nominal 

Num Diagnosis heart disease Nominal 
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4. Update the velocity using Equation 4 [18]. 

 

𝑣𝑖(𝑡 + 1) = 𝑤. 𝑣𝑖(𝑡) + 𝑐1. 𝑟1(𝑥𝑖
𝑝

− 𝑥𝑖(𝑡) + 𝑐2. 𝑟2(𝑥𝑔 − 𝑥𝑖(𝑡)           (4) 

 

5. Update the particle position with the sigmoid formula (S) of the updated velocity above with 

Equation 5. The PSO application uses binary digits to denote features. Selection of selected 

features is based on Equation 6, features that are not selected are denoted by 0, while selected 

features are denoted by 1. 

 

𝑆 =
1

1+𝑒−𝑣𝑖(𝑡+1)               (5) 

 

𝑥𝑖(𝑡 + 1) = {
1, 𝑖𝑓 𝑟𝑎𝑛𝑑(0,1) < 𝑆𝑖𝑔𝑚𝑜𝑖𝑑(𝑆)

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
             (6) 

 

The loop stops when it reaches the maximum iteration. The selected attribute is obtained by taking 

the highest fitness value (with the lowest cost) from all iterations. 

 

4) Feature selection using gain ratio 

Feature selection using the gain ratio is made by calculating the importance of all existing data 

attributes. The stages of feature selection using the gain ratio are as follows [13]: 

1. Calculate the entropy value for each attribute in the dataset with Equation 7. 

 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) = ∑ −𝑝𝑖 ∗ log2 𝑝𝑖
𝑛
𝑖=1              (7) 

 

2. Calculate the information gain value for each attribute with Equation 8. 

 

𝐺𝑎𝑖𝑛 (𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) − ∑
|𝑠𝑖|

|𝑠|
× 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑖)𝑛

𝑖=1             (8) 

 

3. Calculate split information for each attribute with Equation 9 [19]. 

 

𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜(𝑆, 𝐴) = − ∑
𝑆𝑖

𝑆
𝑙𝑜𝑔2

𝑆𝑖

𝑆

𝑛
𝑖=1             (9) 

 

4. Calculate the gain ratio of each attribute using Equation 10. 

 

𝐺𝑎𝑖𝑛 𝑅𝑎𝑡𝑖𝑜(𝐴) =
𝐺𝑎𝑖𝑛 (𝑆,𝐴)

𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜(𝑆,𝐴)
             (10) 

 

Attribute selection is made by sorting the gain ratio value of each attribute, the highest gain ratio 

value to be selected. 

 

5) Split the data into training data and testing data 

Split data is the stage of dividing data into training data and testing data. The distribution of data for 

training data and testing data with a ratio of 80:20 is the best ratio empirically [20]. The distribution 

of data is carried out in a consistent random state (random state) with the aim that each calculation 

has a fixed value. 

 

6) Classification using naïve Bayes 

The flow of the naïve Bayes classification algorithm are as follows [21]: 

1. Prepare training data. The training data comprises 80% of the entire dataset. 

2. Calculate the probability for each parameter. If the data attribute is categorical, calculate the 

probability value using Equation 11. Meanwhile, if the data attribute is numeric, then calculate 

the probability value using Gaussian density in Equation 12. 

 

𝑃(𝐶|𝐹) =
𝑃(𝐶).𝑃(𝐹|𝐶)

𝑃(𝐹)
              (11) 
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𝑃(𝑋𝑖 = 𝑥𝑖|𝐶 = 𝑐𝑗) =
1

√2𝜋𝜎𝑖𝑗
2

𝑒
−

(𝑥𝑖−𝜇𝑖𝑗)2

2𝜎2
𝑖𝑗             (12) 

 

 

3. Calculate the final probability value of each class. 

The calculation process will stop when the final probability value of each class is calculated. 

 

7) Evaluate using the confusion matrix 

The evaluation stage is carried out to test the model and calculate the resulting accuracy using the 

confusion matrix. The calculation is done by calculating the amount of correctly classified data and 

divided by the number of predictions made. The steps are as follows: 

1. Enter the classification test results in the confusion matrix table, as shown in Table 2. 

 

Table 2. The confusion matrix 
Actual Predicted  

 Positive Negative 

Positive True Positive 

(TP) 

False Negative 

(FN) 

Negative False Positive 

(FP) 

True Negative 

(TN) 

 

2. Calculate the accuracy value using Equation 13. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)
             (13) 

 

3. Summarize the accuracy results obtained. 

 

RESULTS AND DISCUSSION 
This study uses the Cleveland dataset obtained through the UCI machine learning repository collected by 

Robert Detrano, M.D., Ph.D. from V.A. Medical Center, Long Beach, and Cleveland Clinic Foundation 

in 1988. This dataset consists of 303 data with 13 attributes and 1 class. The Cleveland dataset consists of 

numeric and nominal data. The amount of data on class 0 attributes (no heart disease) is 164 data, while 

the amount of data on class 1, 2, 3, and 4 (heart disease) is 139 data. 

 

After the data is collected, data processing is then carried out through several processes before data 

classification. These stages are the preprocessing stage, namely data cleaning, changing the number of 

class labels, normalization, and data discretization. In the Cleveland dataset, there are six missing values 

in the ca and thal attributes which are marked with a question mark character "?". Missing values are first 

converted to empty values (NaN). Filling in the missing value is done by replacing the missing value with 

the most frequent value or the value that frequently appears in the ca and thal attributes. The results of 

filling in the missing value using the most frequent value are shown in Table 3. 

 

Table 3. The most frequent value to fill in the missing value 

Attributes Most frequent  

Ca 0 

Thal 3 

 

After that, change the number of class labels from 5 (0, 1, 2, 3, and 4) to 2 (0, 1). Class label 0 indicates 

the absence of heart disease and label class 1 indicates the presence of heart disease. The label class used 

as a classification can be seen in the num attribute shown in Table 4. 

 

Table 4. Cleveland dataset with two class labels 

no age sex cp trestbps chol fbs … num 

1 63 1 1 145 233 1 … 0 

2 67 1 4 160 286 0 … 1 

3 67 1 4 120 229 0 … 1 
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4 37 1 3 130 250 0 … 0 

5 41 0 2 130 204 0 … 0 

… … … … … … … … … 

303 38 1 3 138 175 0 … 0 

 

After that, data normalization using min-max normalization to balance data values by mapping data into 

the range 0-1. The results of the normalization calculation are shown in Table 5. 

 

Table 5. Dataset after normalization 

no age sex cp trestbps chol fbs … num 

1 0,708333 1 1 0,481132 0,244292 1 … 0 

2 0,791667 1 4 0,622642 0,365297 0 … 1 

3 0,791667 1 4 0,245283 0,235160 0 … 1 

4 0,166667 1 3 0,339623 0,283105 0 … 0 

5 0,250000 0 2 0,339623 0,178082 0 … 0 

… … … … … … … … … 

303 0,187500 1 3 0,415094 0,111872 0 … 0 

 

Then the last stage of preprocessing is used as data discretization. The discretization process will divide 

the range of values into three intervals from the results of normalizing the data. The subset of attributes in 

the dataset to be discretized are age, tresbps, chol, thalach, oldpeak, and ca. The implementation of 

discretization in Python programs is called using the scikit-learn library, namely KbinsDiscretizer with 

n_bins=3. Discretization results are shown in Table 6. 

 

Table 6. Dataset after discretization 

no age sex cp trestbps chol fbs … num 

1 2 1 1 2 1 1 … 0 

2 2 1 4 2 2 0 … 1 

3 2 1 4 0 1 0 … 1 

4 0 1 3 1 1 0 … 0 

5 0 0 2 1 0 0 … 0 

… … … … … … … … … 

303 0 1 3 2 0 0 … 0 

 

After the preprocessing stage, the feature selection stage is carried out using the PSO algorithm and gain 

ratio in selecting the best feature set from the Cleveland dataset. The first feature selection process uses 

the PSO algorithm by determining several parameters, such as the number of particles, the number of 

iterations, the inertia weight, and the acceleration coefficient. The determination of this parameter follows 

Chiu’s [22] research because it gives convergence results. Table 7 shows the parameters used in this 

study. 
 

Table 7. PSO Parameters  
Parameter Value 

Number of Particles 50 

Number of Iterations 100 

Inertia Weight (w) 0,72 

C1 1,49 

C2 1,49 

 

Feature selection in the PSO algorithm is based on the fitness value of each feature (attribute). From this 

process, ten features are selected that have the highest fitness value. The results of the features selected 

from the PSO algorithm are not necessarily the best feature set. For this reason, the gain ratio algorithm is 

applied to the PSO feature selection results. The gain ratio calculates the weight of importance of each 

attribute (feature). Determining the number of selected features is by determining the value of k. Several 
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trials of the value of k were carried out with k = 9, 8, 7, and 6. From the results of the 10 experiments that 

have been carried out, the number k = 9 has the best classification accuracy. The feature selection results 

from the combination of the PSO algorithm and the gain ratio produce 9 selected features, namely sex, cp, 

tresbps, chol, fbs, restecg, thalach, exang and oldpeak.  

 

The selected features are continued with the classification process. Dataset classification was carried out 

two times. The first classification was carried out using only the naïve Bayes algorithm, while the second 

classification was carried out by applying a combination of PSO feature selection and gain ratio to the 

naïve Bayes algorithm. From the classification process using naïve Bayes, an accuracy of 86.88% was 

obtained, while the classification process using the NB+PSO+GR combination obtained an accuracy of 

93.44%. A comparison of the accuracy results obtained from the naïve Bayes algorithm and the 

NB+PSO+GR combination is shown in Figure 2. 

 

 
Figure 2. Comparison of accuracy results 

 

Based on Figure 2, it is known that the application of PSO and gain ratio as a feature selection algorithm 

can increase classification accuracy by 6.56%. The PSO feature selection and gain ratio algorithms can 

improve the accuracy of the naïve Bayes algorithm in the classification of heart disease using the 

Cleveland dataset. 

 

CONCLUSION 

The following conclusions can be drawn based on research related to the application of the PSO feature 

selection algorithm and gain ratio in the naïve Bayes algorithm for heart disease diagnosis in the 

Cleveland dataset. The Cleveland dataset used is carried out in the preprocessing stage by cleaning the 

data, changing the number of class labels, normalizing data, and discretizing data. The application of the 

PSO algorithm as a feature selection uses parameters 𝑐1, 𝑐2 = 1,49;  𝑤 = 0,72; the number of particles = 

50; and the number of iterations= 100, 10 features are selected that have the highest fitness value. 

Application of the gain ratio by calculating the value of the gain ratio for each feature. The combined 

application of PSO feature selection and gain ratio resulted in 9 selected features namely sex, cp, tresbps, 

chol, fbs, restecg, thalach, exang and oldpeak. The selected dataset is divided into training data and test 

data with a ratio of 80:20 to be implemented on the naïve Bayes algorithm. 

 

The results of the evaluation using the confusion matrix in the form of accuracy obtained from the 

classification process using the naïve Bayes algorithm obtained an accuracy of 86.88%. Then the PSO 

feature selection method and gain ratio were applied to the naïve Bayes algorithm to obtain an accuracy 

of 93.44%. From this description, it can be concluded that the combination of the application of the PSO 

feature selection algorithm and the gain ratio has succeeded in increasing the accuracy of 6.56% in the 

diagnosis of heart disease. For future research, you can try an appropriate method to determine the best 

number of ranges or bins in the data discretization process and try other feature selection algorithms that 

have a shorter time efficiency and are able to get better accuracy. 
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