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Abstract. The value of return on stock prices is often used in predicting profits in the process of buying and 
selling shares based on the calculation of the return on investment. The calculation of the value of return on 

stock prices can be predicted automatically at certain periods, both weekly and daily 

Purpose: The problem faced is determining a good algorithm for making predictions due to fluctuating data 

on stock prices making it difficult to predict. 
Methods/Study design/approach: The stages carried out by the researcher include the data preprocessing 

stage and then proceed to the Exploratory Data Analysis (EDA) stage to get a pattern from the data, followed 

by the modeling stage on the data. This research was developed using the Python programming language where 

the models used to make predictions can be obtained in real-time.  

Result/Findings: The results obtained in this study show that the Voting Regressor has the best model with an 

error rate of 0.032523 using Root Mean Square Error (RMSE).  

Novelty/Originality/Value: This study can be further developed to automatically predict stock return values 

in the future. 
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INTRODUCTION 

The stock market is a collection of stock exchanges around the world where investors and the public 

buy and sell their shares publicly. Stock prices fluctuate very much because they are influenced by 

the law of demand and supply [1]. The stock price is a form of market analysis of the future income 

earned by the company. Even though the nature of stock prices fluctuates, it is possible to predict 

the return value of these stocks using past data [2]. 

 

Stock return prediction is carried out using a regression algorithm because the regression algorithm 

has the ability to produce output in the form of a numeric value. Machine learning algorithms that 

can be used in the process of determining stock return values are machine learning algorithms, for 

example the Support Vector Machine (SVM) algorithm, Artificial Neural Network (ANN), Decision 

Support System (DSS) as well as several boosting and bagging algorithms [3]. 

 

One of the boosting algorithms used in the regression method is the Adaboost regressor (ABR) 

algorithm. Adaboost regressor has the advantage of being able to overcome noise and outliers in the 

data. Unfortunately, the Adaboost regressor algorithm is not suitable for use on complex data 

because it makes the model overfitting [4]. Random forest regressor (RFR) has the advantage of 

generating many decisions based on a decision tree algorithm that can affect better accuracy and 

making, but this algorithm requires hyperparameter selection for better performance and makes the 

model overfitting if the model is too complex [5]. Gradient Boosting Regressor (GBR) can deal with 

dimensional data efficiently, produce learning algorithms and collect the results of these algorithms 

to have better accuracy. Unfortunately, the gradient boosting regressor requires need expensive 

 

1*Corresponding author. 

Email addresses: ramadhan.ridho.16@students.unnes.ac.id (Arrohman) 

DOI: 10.15294/rji.v1i2.68048 

 

http://creativecommons.org/licenses/by/4.0/


Recursive Journal of Informatics 

Vol. 1, No. 2, September 2023 

p-ISSN 2963-5551 https://journal.unnes.ac.id/sju/index.php/rji   e-ISSN 2986-6588 

Recursive Journal of Informatics, Vol. 1, No. 2, September 2023 | 56  

computational data resources for large datasets [6]. Support Vector Regression (SVR) is a powerful 

algorithm that has advantages in handling data dimensionality efficiently, develops good accuracy 

results even with small datasets, and it is suitable for use on nonlinear data, unfortunately this 

algorithm requires optimal selection of hyperparameters for optimal performance and requires 

expensive computational power for large datasets [7]. 

 

Combining machine learning algorithms to obtain optimal results is called the ensemble learning 

method. One of the advantages of ensemble learning is that it can help reduce the risk of overfitting. 

By combining multiple models, ensembles can capture data patterns better and avoid being overly 

influenced by noise or outliers. Another advantage is that the ensemble is more robust against data 

changes, such as missing values, because different models may be able to compensate for each 

algorithm's weaknesses [8]. On the other hand, one of the disadvantages of ensemble learning it can 

increase the complexity of a model and make it more difficult to interpret. Ensembles may also 

require more computational resources to train, which can be a limiting factor in some applications 

[9]. 

 

METHODS 

The method used in this study is an ensemble learning technique to get the best results and avoid 

overfitting the data. In this study the authors used a logarithmic transformation to obtain predictions 

of the value from stock returns at Microsoft companies for the last decade, namely December 30, 

2012 to December 31, 2022. The Ensemble Learning algorithm used in this study is the Adaboost 

Regressor, Gradient Boosting Regressor, Random Forest algorithms, Support Vector Regressor and 

several of these algorithms will be combined using the Voting Regressor algorithm. 

Stock Market Returns 

In the financial sector, especially the stock market, investors often ask questions about how to define 

and understand the risks of financial assets such as stocks and portfolios. It is not enough just to 

measure the risk, but the right comparison is needed to assist investors in making financial decisions 

[10]. Stock return refers to the profit or loss earned by an investor on their investment in a certain 

stock over period of time. Usually expressed as a percentage and calculated by dividing the 

difference between the current share price and the original purchase price divided by the initial 

purchase price. Return analysis is the main analysis in finance. The return value serves as a 

comparison. This comparison is obtained from the relationship between securities and asset analysis. 

The value of returns on stocks is well distributed, while stock prices are not distributed [11]. 

According to Miskolczi [12], the calculation of return values can be divided into linear returns and 

logarithmic returns. 

 

Linear Returns 

Linear returns, also called simple returns, are linear calculations of asset values. Linear returns have 

a property value calculation that has asset-additive in nature, which makes it easier to combine return 

values . The calculation of the return value can be seen in Equation 1. 

 

Lt =  
Pt+1

Pt
− 1 

         (1) 

Information 

Lt= Linear return at time t. 

Pt= Investment price at time t. 

Pt+1= Investment price at the next time. 

If the weight value is added to the security, the portfolio return can be seen in Equation 2. 

 

Lt,p =  w1Pt,1 +  w2Pt,2 + ⋯ +  wnPt,n       (2) 

Information  

Lt,p = Portfolio return value using linear returns s 

Linear returns are often used in risk analysis, calculation of performance values, and portfolio 

optimization. In linear analysis there is also a calculation using the compound return method. 
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Compound return is a combination analysis for a certain period. The calculation of the compound 

return value can be seen in Equation 3. 

 

Ct
K  =  ln (

Pt+1

Pt
) = Ct +  Ct+1 + ⋯ +  Ct+k−1   

        

(3) 

Information  

Ct
K= Combined return value in period K, at time t 

Pt= Investment price at time t. 

Compound Return is a time-additive. This states return method can increase in line with the existing 

time to get the total return in a certain period. 

 

Logarithmic Returns 

The assumption that is often used for several assets in stock prices is that the price returns are 

normally distributed. The main reason is because the price cannot be assumed to be a negative value 

or the stock price is zero, because the price value cannot be negative. Therefore, the calculation of 

the return value can be done so that it makes it easier for us to see positive and negative values in 

determining whether there is a possibility of getting profits in trading at that time. 

Stock prices that change over time and the variance of a price are better off using the conditional 

distribution than the marginal distribution shown in Equation 4. 

 

log (
P1

P2
) ~ N (μ, σ2) 

(4) 

 

If the logarithm of stock returns is normally distributed, it can be seen in Equation 5. 

 

1 + r1 =  
p1

p0
=  exp

log(
p1
p0

)
 

(5) 

 

The advantage of Equation 5 on the normal distribution is that this method is easy to use when a 

variable is normally distributed depending on certain objectivity. 

Raw-Log Return Equality 

When the value of return on investment (ri) small, then the formula used can be seen in Equation 6. 

 

log(1 + ri) ≈ ri, ri ≪ 1 (6) 

 

Equation 7 is a good value calculation and relevant for investors who want to sell or buy shares in 

small amounts. This is also supported by a good programming language where researchers will later 

use this formula because it is easier to code than Equation 5. 

 

Algorithm Complexity 

If the shares traded have a daily or weekly amount of time, then the calculation of the share value 

must use the compound return method as mentioned in Equation 3 using the logarithmic calculation 

method. Equation 7 explains the compound return method on daily or weekly trading systems. 

 

(1 + r1)(1 + r2) … (1 + rn)  =  ∏ (1 + ri)
ⅈ

      (7) 

 

This equation is more complicated to code. For this reason, it can be replaced with the log return 

value contained in Equation 8. 

 

log(1 + ri) = log
pi

pj
 = log(pi) − log (pj) 

(8) 

 

Equation 8 cannot be applied to the calculation of the return value which requires time complexity 

in it. Therefore, to calculate weekly or daily return values, the authors apply this concept to Equation 

9. 
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∑ nⅈlog (1 + ri) = log(1 + r1) + log(1 + r2) + ⋯ + log(1 + rn)  (9) 

 

The next step is to break down the logarithmic. Equation 2.10 to a simpler form like the equation 

shown in Equation 10. 

 

log(p1) − log(p0) + log(p2) − log(p1) + ⋯ + log(pn) − log(pn−1)

= ∑ log(pn) − log (pn−1)

n

ⅈ=1

 

(10) 

 

There are so many benefits of log returns than calculated values using simple returns. However, 

compounded returns are not suitable for continuous time [13]. The use of log returns is a calculation 

of return values that focuses on increasing interest rates. 

 

Ensemble Learning 

Ensemble learning refers to the combination of many machine learning model algorithms to improve 

the overall predictive results and reduce the risk of overfitting. Ensemble learning is often used for 

various fields of science, for example finance, healthcare, and computer vision. One of the first 

ensemble learning algorithms used was the boosting algorithm which was discovered by Robert 

Schapire in 1990. The boosting algorithm involves an iterative training process, from several poor 

models. For example, in the decision tree algorithm, the researcher combines the results of the 

predictive models to create a more robust model than before. According to Leo Breiman [5] the 

Random Forest algorithm involves a lot of training data by combining their predictions to make a 

more accurate model. 

 

Ensemble learning has become very popular in recent years as machine learning models become 

more complex with increasingly large datasets. Researchers have developed several ensemble 

learning algorithms, for example Stacking, Bagging, and Gradient Boosting which are designed to 

increase the accuracy of machine learning models [9] . SVM is a machine learning algorithm based 

on statistical learning theory [14] . SVM is one of the supervised learning algorithms used for data 

analysis using regression and classification models [15]. The SVM used in the classification 

technique is called the Support Vector Classification (SVC) technique, while the SVM used in the 

regression technique is called the Support Vector Regression (SVR). The advantage of SVM is the 

ease in solving classification and regression problems with linear and non-linear data. SVM is used 

to find the best hyperplane by maximizing the distance between classes. 

 

Adaboost Regressor (ABR) is a Machine Learning algorithm that used to perform regression on data 

using the boosting method [4]. The boosting method itself is a Machine Learning technique that is 

used to combine several weak machine learning models into one strong model. Adaboost Regressor 

works by developing a simple regression model, then the model will be tested again to see how 

accurate it is in predicting the data. After that, the incorrectly predicted data will be given greater 

weight so that the next model will focus more on predicting the incorrect data [16]. This process is 

repeated until the resulting model is sufficiently accurate. 

 

Gradient Boosting Regressor (GBR) is one of the popular Machine Learning algorithms for 

performing regression on data using the boosting method. The Gradient Boosting Regressor works 

by combining several weak regression models into a strong model by adding new models gradually 

and optimizing each model based on the residual error from the previous model [17]. The Gradient 

Boosting method itself is a Machine Learning technique that works by gradually optimizing the 

model using the gradient error function. At each iteration, gradient boosting looks for a new model 

that can reduce errors in the previous iteration. 
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Random Forest Regressor (RFR) is a Machine Learning algorithm that uses ensemble learning 

techniques, namely combining several machine learning models into one more powerful model. In 

the Random Forest Regressor algorithm, several decision trees that are formed randomly will be 

combined to produce a prediction [5]. The Random Forest Regressor takes a random sample from 

the dataset for each created tree and uses the sample to construct a decision tree. Each decision tree 

that is formed will provide predictions independently and the results will be combined to produce 

more accurate predictions [18]. 

 

Voting Regressor is one of the ensemble learning techniques in Machine Learning that is used to 

predict the target variable by combining several different regression models into one more robust 

model [19] . The Voting Regressor combines several regression models by giving weights to each 

model, so that the prediction results are based on the results of the selection of these models. 

Regressor voting is used when we want to compare several different regression models and choose 

the model that gives the best predictive results. In this study, the authors combined several regression 

models, namely ABR , GBR, RFR, and SVR into one ensemble model, namely the Voting Regressor 

algorithm. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Flowchart of Ensemble Learning 

 

Metrics Evaluation 

In assessing a prediction model, it is necessary to evaluate the model how well the model has been 

made. This modeling will be assessed using the Mean Square Error (MSE). The following is a further 

explanation of the evaluation matrix. 
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1) Mean Squared Error represents the average of the squared difference between the original 

and predicted values in the data set. It measures the variance of the residuals. Equation 11 

show how MSE will be calculated. 

 

MSE =  
1

n
∑(yⅈ −  ŷ)

n

ⅈ=1

 
 

      (11) 

Information: 

yⅈ= ActualValue 

ŷ= Predictive Value 

 

2) RMSE is the standard deviation of the error prediction value by calculating its square root 

because RMSE is a step in calculating the standard deviation of a residual. The RMSE 

formula can be seen in. Equation 12 show how RMSE will be calculated. 

 

RMSE =  √
1

n
∑(yⅈ −  ŷ)2

n

ⅈ=1

 

 

   (12) 

 

 

Information: 

yⅈ= ActualValue 

ŷ= Predictive Value 

 

3) Mean Absolute Error (MAE) represents the average of the absolute difference between the 

actual and predicted values in the dataset. It measures the average of the residuals in the 

dataset. Equation 13 show how MAE will be calculated. 

 

MAE =  
1

n
∑ |yⅈ −  ŷ|

n

ⅈ=1

   (13) 

Information: 

yⅈ= ActualValue 

ŷ= Predictive Value 

 

RESULTS AND DISCUSSION 

The data obtained for this study can be found on the Yahoo Finance website. This data can be 

accessed by anyone, so it is necessary to do web scraping to obtain data. Web scraping can be done 

using a library yahoo finance and pandas_datareader library. The data collection process uses a 

period of 10 years with a time period from 30 December 2012 to 31 December 2022, so that 2519 

data samples consist of numeric type. 

 

The data obtained by the author consists of company stock data taken from Microsoft, IBM, and 

Google. Then the researcher also took data on the exchange rate of the original company's currency 

with the exchange rate of the foreign currency of the destination country. Companies Microsoft, 

IBM, and Google are companies based in the United States of America where the author is looking 

for the most influential foreign partnerships in the United States. Therefore, the author takes the 

example of 2 Japanese exchange rates (yen) to represent the Asian continent and the exchange 

British currency (pounds) to represent the European continent. 

 

Data processing 

Furthermore, the dataset needs to be preprocessed where the purpose of this prediction is to predict 

the weekly return value. The researcher counted the number of trading system working days on the 

stock market where the stock market is open for 5 working days. Therefore, the first step is to 

initialize the parameters for stock returns with the number 5. The next step is to transform the 

logarithm in Equation 10 to get the return value for 5 working days. The next stage is merging the 

data with the dataset that has been obtained from the Federal Reserve bank. The next step is to 
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combine the dataset taken from the exchange currency and the combined stock price index. Then 

delete the null value to get the overall stock price return value. 

 

Figure 2 describes the dataset that has gone through the preprocessing stage. The dataset in Figure 

2 calculates the overall return value over a period of 5 working days. For example, in the first line it 

is written that the value in the "MSFT_Pred" column on the date (2013-08-09T00:00:00) has a value 

of -0.0209, so the return value obtained on the previous five days is negative or the price has 

decreased after the date (2013-08-04T00:00:00) as much as 2 percent. The next stage is the analysis 

stage or called Exploratory Data Analysis (EDA). EDA stages are descriptive statistics stage, data 

visualization stage, and time series analysis. 

 

 
Figure 2. Stock return data after pre-processing 

 

Evaluation result 

After going through the EDA process, the author performs modeling using the ensemble learning 

method which consists of 4 algorithms, namely Adaboost, Gradient Boosting, Random Forest, and 

Support Vector Regression to get better results. Table 1 is the result of an evaluation using MSE, 

RMSE, and MAE. 

 

Table 1. Error rate from different algorithm 
Model MSE MAE RMSE 

Adaboost Regressor (ABR) 0.001129 0.024235 0.032831 

Gradient Boosting Regressor (GBR) 0.00119 0.024788 0.03406 

Random Forest Regressor (RFR) 0.001092 0.023781 0.03254 

Support Vector Regression (SVR) 0.001368 0.02823 0.036613 

Voting Regressor (Proposed) 0.001099 0.02403 0.032523 

 

 
Figure 3. Evaluation metrics 
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In Figure 3 the evaluation using MSE and MAE has the best results were obtained using the RFR 

algorithm while the evaluation used RMSE the best results are obtained using the Voting Regressor 

algorithm. 

 

CONCLUSION 

Based on the implementation of several tests on the regression model using the algorithm above, it 

is obtained. The results of the data testing error rate in the experiment using the Adaboost, Gradient 

Boosting, Random Forest, Support Vector Regression, and Voting Regressor models so that the 

value with the best model error rate is obtained using the Random Forest Regressor algorithm with 

an MSE value of 0.001092 and an MAE value of 0.023781 for the best algorithm based on the 

RMSE Evaluation value obtained a value of 0.032523 for the Voting Regressor algorithm. 
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