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Abstract. Heart failure is caused by a disruption in the heart’s muscle wall, which results in the heart’s inability to 

pump blood in sufficient quantities to meet the body’s demand for blood. The increasing prevalence and mortality rates 

of heart failure can be reduced through early disease detection using data mining processes. Data mining is believed to 

aid in discovering and interpreting specific patterns in decision-making based on processed information. Data mining 

has also been applied in various fields, one of which is the healthcare sector. One of the data mining techniques used 

to predict a decision is the classification technique. 

Purpose: This research aims to apply SMOTE and PSO to the Random Forest classification algorithm in predicting 

the survival of heart failure patients and to determine its accuracy results. 

Methods/Study design/approach: To predict the survival of heart failure patients, we utilize the Random Forest 

classification algorithm and incorporate data imbalance handling with SMOTE and feature selection techniques with 

PSO on the Heart Failure Clinical Records Dataset. The data mining process consists of three distinct phases. 

Result/Findings: The application of SMOTE and PSO on the Heart Failure Clinical Records Dataset in the Random 

Forest classification process resulted in an accuracy rate of 93.9%. In contrast, the Random Forest classification process 

without SMOTE and PSO resulted in an accuracy rate of only 88.33%. This indicates that the proposed method 

combination can optimize the performance of the classification algorithm, achieving a higher accuracy compared to 

previous research. 

Novelty/Originality/Value: Data imbalance and irrelevant features in the Heart Failure Clinical Records Dataset 

significantly impact the classification process. Therefore, this research utilizes SMOTE as a data balancing method and 

PSO as a feature selection technique in the Heart Failure Clinical Records Dataset before the classification process of 

the Random Forest algorithm.  
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INTRODUCTION 
Data mining, also known as data extraction, is a relatively fast and straightforward technique for 

automatically discovering knowledge, patterns, and/or relationships within data [1]. As stated by [2] in their 

book, data mining is more accurately described as the process of extracting valuable knowledge from a set 

of raw data. Therefore, data mining is believed to assist in identifying and interpreting specific patterns 

when making decisions based on processed information. 

 

In the field of healthcare, many researchers have utilized data mining as one of the methods to predict 

diseases, one of which is heart failure. This is because decision-making based on accurate data and 

information is likely to result in precise disease predictions and targeted interventions [3].  

 

Heart failure is a complex set of symptoms caused by disruptions in the functioning of the heart [4]. The 

initial cause of heart failure is a disruption in the heart muscle’s walls. Weakened heart muscle walls result 

in the heart’s inability to pump and supply the body with the necessary blood and oxygen [5].  
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Based on data from the Global Health Data Exchange (GHDx) in 2020, the worldwide number of heart 

failure cases reached 64.34 million, resulting in 9.91 million deaths [6]. The high prevalence of heart failure 

cases globally has spurred researchers to conduct studies aimed at early detection of this condition. 

According to [7], early detection, control, and management of the disease are crucial for preventive 

measures. One such study on heart failure is the research conducted by [8], which focuses on predicting the 

survival of heart failure patients using Genetic Algorithms and Adaptive Neuro Fuzzy Inference System 

based on the Heart Failure Clinical Records Dataset. 

 
The utilization of data mining to predict a decision undoubtedly involves data classification techniques. 

Classification is a fundamental form of data analysis [9]. It falls under supervised learning, which can be 

used to categorize data or predict future data trends [10]. The classification process consists of two phases. 

The first phase is the learning process, where the training data is studied or analyzed by the classification 

algorithm to generate a model or classifier presented in the form of patterns or classification rules. The 

second phase involves using the model for classification and testing it on testing data to estimate the 

accuracy of the classification rules. One of the data mining classification methods is the Random Forest 

classification method. 

 

Random Forest is an ensemble learning method that generates multiple decision trees as base classifiers, 

which are built and combined, and then performs majority voting to merge the results from each of these 

decision trees [11]. Random Forest has been recognized as a powerful ensemble classification method and 

works well in data processing. It has also been widely applied to various classification and regression tasks, 

which are also types of ensemble learning [12]. One study that utilizes Random Forest is the research 

conducted by [13] to predict the probability of heart failure using Random Forest. The results of their 

research produced a simple yet high-performing classification model, achieving a relatively good accuracy 

rate of 82.6087%. However, the Random Forest algorithm does not take into account data imbalance, which 

is often a common issue in the classification process of large datasets [14].  

 

The issue of data imbalance can be addressed by using oversampling methods. Oversampling is a technique 

that generates new data or objects in the minority class, thereby balancing the minority and majority classes 

[15]. One commonly used oversampling method is the Synthetic Minority Oversampling Technique 

(SMOTE). SMOTE aims to balance the class distribution by increasing the number of minority class data 

through the creation of synthetic data [16]. In the generation of synthetic data, SMOTE works by randomly 

selecting samples from the minority class and then finding their nearest neighbors among the chosen 

samples [17]. 

 

In addition to data imbalance, the classification process can also be disrupted when dealing with irrelevant 

features in the data. Excessive and irrelevant features can reduce classification performance and lower 

accuracy levels [18]. Therefore, a feature selection technique is needed to select relevant features. Feature 

selection is a step in simplifying a dataset by reducing dimensions and identifying relevant features without 

compromising prediction accuracy [19]. The feature selection method used in this research is Particle 

Swarm Optimization (PSO).     

 

PSO is a metaheuristic algorithm proposed by J. Kennedy and R.C. Eberhart, which simulates social 

behavior, like a flock of birds flying to find the best positions to reach a specific goal in multidimensional 

space [20]. PSO is known for its superior search performance in solving optimization problems, offering 

faster convergence rates and stability [21]. Furthermore, the algorithm’s simplicity and strong performance 

have captured the attention of researchers, leading to its application in various optimization problems [22].  

 

Based on the description of the problem above, this research is focused on predicting the survival of heart 

failure patients by applying SMOTE as a method to address data imbalance and PSO as a feature selection 

technique within the Random Forest classification algorithm. 

 

METHODS 

This research is conducted to examine the application of SMOTE and PSO in addressing dataset issues 

within the implementation of the Random Forest algorithm for the classification of heart failure patient 

survival. Below are the overall steps of the method used in this research, represented in the flowchart in 

Figure 1. 
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Figure 1. Flowchart of the Method Used 

 

Data Collection   

The data collection method employed in this research is a literature review. This literature review was 

conducted at the beginning of the study to deepen our understanding of the research problem and to review 

previous studies related to the topic under investigation. Based on the literature review, this study utilizes 

secondary data obtained from a dataset provider’s website. The dataset used in this research is the Heart 

Failure Clinical Records Dataset, which was downloaded from the UCI Machine Learning Repository 

website. This dataset has been used in several previous studies to compare accuracy and algorithm 

performance.  

 

Data Analysis 

Data analysis will be conducted after obtaining the data. The initial step in data analysis is data 

preprocessing, which includes checking for missing values, data duplication, data balance, and feature 

selection. This step is performed to address data issues and prepare the data for the subsequent processes. 

 

After conducting data checks and finding no missing values or data duplications, the preprocessing step 

continues with the data balancing process using SMOTE. The oversampling technique generates synthetic 

data for the minority class to balance the data between the two classes. The steps of the SMOTE process 

are as follows: 

1. Identify the minority class in the dataset. 

2. Select a sample from the minority class for oversampling. 
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3. Determine the number of synthetic data points to be generated. 

4. Define the value of k-nearest neighbors. Based on the research conducted by [23], using k=5 to generate 

synthetic data. 

5. Randomly select one example from the minority class. 

6. Determine the KNN observations by sorting the distance of the selected example to all observations in 

the minority class using the Euclidean formula in Equation 1.  

 

                                             𝑑(𝑥,𝑦) =  √∑ (𝑥𝑖 −  𝑦𝑖)2𝑛
𝑖=𝑖 = |𝑥𝑖 − 𝑦𝑖|  (1) 

 

7. Generate synthetic data by determining the values of explanatory variables using Equation 2.  

 

                                                    𝑦𝑖 = 𝑥𝑖 + 𝑟𝑎𝑛𝑑 × (𝑤𝑖 − 𝑥𝑖) (2) 

 

8. Repeat steps 5 to 7 until the desired amount of oversampling samples is achieved. 

 

The next step involves performing feature selection using PSO by determining the gbest for each particle 

based on individual and swarm experiences. The steps of PSO process are as follows: 

1. Initialize PSO parameters. 

2. Calculate and evaluate the fitness values of each particle using Equation 3.  

 

                        𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒

𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒
 (3) 

 

3. Determine and update the values of pbest and gbest. Use Equation 4 for pbest and Equation 5 for gbest. 

 

                                              𝑖𝑓 (𝑝𝑜𝑠 > 𝑝𝑏𝑒𝑠𝑡) ∶ 𝑝𝑏𝑒𝑠𝑡 = 𝑝𝑜𝑠 (4) 

 

                                              𝑖𝑓 (𝑝𝑜𝑠 > 𝑔𝑏𝑒𝑠𝑡) ∶ 𝑔𝑏𝑒𝑠𝑡 = 𝑝𝑜𝑠 (5) 

 

4. Update the velocity of particles using Equation 6 and update the position of particles using Equation 7 

[24].  

 

                   𝑣𝑖𝑑
𝑡 = 𝑤 × 𝑣𝑖𝑑

𝑡−1 + (𝑐1 × 𝑟1 × (𝑝𝑖𝑑
𝑡 − 𝑥𝑖𝑑

𝑡 )) + (𝑐2 × 𝑟2 × (𝑝𝑔𝑑
𝑡 − 𝑥𝑖𝑑

𝑡 ))  (6) 

 

                                               𝑥𝑖𝑑
𝑡+1 =   𝑥𝑖𝑑

𝑡 + 𝑣𝑖𝑑
𝑡  , d = 1, 2, …, D. (7) 

  

5. Define the optimization criteria. Determine particle probabilities of 0 and 1 using the Sigmoid function 

(S) in Equation 8. Select features based on the calculations from Equation 9. 

 

                                                                𝑆 =  
1

1+𝑒
−𝑣𝑖𝑑

𝑡   (8) 

 

                                       𝑥𝑖𝑑
𝑡 = {

1, 𝑖𝑓 𝑟𝑎𝑛𝑑(0,1) < 𝑆𝑖𝑔𝑚𝑜𝑖𝑑(𝑆)
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (9) 

 

6. Repeat the process until the maximum iteration is reached. The selected attributes are obtained by taking 

the highest fitness value across all iterations.  

 

After the preprocessing stage is completed, the next step is to divide the data into training and testing sets. 

The dataset is split into two portions with an 80% allocation for training data and 20% for testing data. 

Subsequently, data classification is carried out using the Random Forest algorithm through the ensemble 

of decision trees. This involves training on the available data samples and conducting a voting process for 

each class within the data samples. 

 

The final step involves evaluating the classification results using a confusion matrix to determine the 

accuracy of the classification model. This step is essential for testing the model and calculating the accuracy 

based on the testing data. The accuracy value is calculated using the formula provided in Equation 10. 
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                                                    𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
 (10) 

 

RESULT AND DISCUSSION 

Data Collection Results 

In this research, the data used is the Heart Failure Clinical Records Dataset, which was downloaded from 

the UCI Machine Learning Repository website. This dataset was initially developed by Davide Chicco and 

Giuseppe Jurman and later contributed to the data repository in 2020. The dataset comprises 299 rows of 

data with 12 attributes and 1 class attribute. The class attribute has two values, ‘0’ representing the class 

with ‘survived’ status, and ‘1’ for the class with ‘dead’ status. The number of data in class ‘0’ is 203 

(67.9%), and in class ‘1’ there are 96 (32.1%) data. Below is the description of the dataset attributes in 

Table 1. 

 

Table 1. Description of Attributes in the Heart Failure Clinical Records Dataset. 
No. Attribute Range Attribute type 

1. Age [40,…,95] Numeric  
2. Anaemia 0:No, 1:Yes Biner 

3. Creatinine phosphokinase [23,…,7861] Numeric 

4. Diabetes 0:No, 1:Yes Biner 
5. Ejection fraction  [14,…,80] Numeric 

6. High blood pressure 0:No, 1:Yes Biner 

7. Platelets [25.01,…,850.00] Numeric 
8. Serum creatinine [0.50,…,9.40] Numeric 

9. Serum sodium [114,…,148] Numeric 

10. Sex 0:Female, 1:Male Biner 
11. Smoking  No:0, Yes:1 Biner 

12. Time  [4,…,285] Numeric 

13. Death event 0:Survived, 1:Dead Biner 

 

Data Processing Results 

Data Balancing Results with SMOTE 

Data balancing is conducted to address the issue of data imbalance within the dataset. The SMOTE method 

balances the data through oversampling, generating synthetic data based on KNN. The initial Heart Failure 

Clinical Records Dataset consisted of 299 data, with 203 data in class ‘0’ (survived) and 96 data in class 

‘1’ (dead). The SMOTE method generates 107 synthetic data for class ‘1’. Consequently, the total data in 

the dataset after applying SMOTE is 406 data, with both class ‘0’ and class ‘1’ having 203 data each. Below 

is a sample of the dataset after undergoing the SMOTE process, as shown in Table 2. 

 

Table 2. Dataset After SMOTE Process 
No Age Anaemia CPK …. Smoking Time Death Event 

1 75 0 582 …. 0 4 1 

2 55 0 7.861 …. 0 6 1 

3 65 0 146 …. 1 7 1 
4 50 1 111 …. 0 7 1 

5 65 1 160 …. 0 8 1 

…. …. …. …. …. …. …. …. 
402 57,87 0,36 413,18 …. 0,36 42,24 1 

403 81,21 0,0 582,0 …. 0,0 132,87 1 

404 53,66 0,63 1.539,49 …. 0,0 155,68 1 
405 77,32 1,0 388,51 …. 0,0 24,39 1 

406 51,97 0,09 794,95 …. 0,90 52,74 1 

 

Feature Selection Results with PSO 

The implementation process of PSO for feature selection on the Heart Failure Clinical Records Dataset 

resulted in a reduction from 12 features to 10 relevant features being selected. Below are the selected 

features, represented with a value of 1, while the unselected features are represented with a value of 0, as 

shown in Table 3. 

 

Table 3. Selected Features from the PSO Process 
No. Attribute Representation 

1. Age 1 

2. Anaemia 1 

3. Creatinine phosphokinase 1 
4. Diabetes 0 
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5. Ejection fraction  1 

6. High blood pressure 1 

7. Platelets 1 
8. Serum creatinine 1 

9. Serum sodium 0 

10. Sex 1 
11. Smoking  1 

12. Time  1 

 

Data Splitting 

After completing the preprocessing stage, the next step is to divide the data into two parts, the training data 

and the testing data. Data splitting is performed using the splitting method provided by the sklearn library, 

with a data allocation proportion of 80% for training data and 20% for testing data. This division is carried 

out randomly, with a specified random state to ensure consistency in the randomization process. 

 

Data Mining Results 

The data mining stage is conducted by researching the Random Forest algorithm combined with the 

SMOTE and PSO methods. This stage consists of three data mining processes. Each process conducted in 

this research will be implemented using the Heart Failure Clinical Records Dataset. Subsequently, a 

comparison will be made based on the accuracy results obtained from each process that has been conducted. 

The first process involves conducting classification using the Random Forest algorithm on the Heart Failure 

Clinical Records Dataset without implementing the SMOTE method for class balancing and PSO for feature 

selection. The application of the Random Forest algorithm yields accurate results as shown in Table 4. 

 

Table 4. Accuracy of the Random Forest Algorithm 
Algorithm Accuracy 

Random Forest 88,33% 

 

The accuracy result of the Random Forest algorithm without implementing SMOTE and PSO on the Heart 

Failure Clinical Records Dataset is 88.33%. This result indicates that the classification using the Random 

Forest algorithm is quite good. However, there is room for improvement in the accuracy by implementing 

data balancing with SMOTE and feature selection with PSO. 

 

The second process involves conducting classification using the Random Forest algorithm on the Heart 

Failure Clinical Records Dataset after applying the SMOTE method for data balancing. Below is the 

accuracy results achieved from the combination of SMOTE and Random Forest, as shown in Table 5. 

 

Table 5. Accuracy of the Random Forest Algorithm on SMOTE-Processed Data 
Algorithm  Accuracy 

Random Forest + SMOTE 92,68% 

  

The accuracy achieved by applying the Random Forest algorithm with SMOTE results in a higher accuracy 

compared to the Random Forest algorithm without SMOTE, at 92.68%. This accuracy improvement 

represents a 4.35% increase over the previous accuracy result. 

 

The third process involves conducting classification using the Random Forest algorithm while applying 

both SMOTE for data balancing and PSO for feature selection on the Heart Failure Clinical Records 

Dataset. You can view the accuracy results of this combination of SMOTE, PSO, and Random Forest in 

Table 6. 

 

Table 6. Accuracy of the Random Forest Algorithm with SMOTE and PSO 
Algorithm Accuracy 

Random Forest + SMOTE + PSO 93,9% 

 

The classification process on the Heart Failure Clinical Records Dataset using the Random Forest algorithm 

with SMOTE resulted in an accuracy of 92.68%. However, when combining SMOTE and PSO with the 

Random Forest algorithm, the accuracy increased to 93.9%. This represents an improvement of 1.22% in 

accuracy. Furthermore, when compared to the accuracy obtained from the Random Forest algorithm alone, 

the combination of SMOTE and PSO with the Random Forest algorithm resulted in a 5.57% difference in 

accuracy, indicating a significant improvement.  
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Discussion  

This research implements the Random Forest classification algorithm with the data balancing method 

SMOTE and feature selection using PSO. The study aims to assess the performance of the Random Forest 

algorithm in classifying the Heart Failure Clinical Records Dataset when combined with SMOTE and PSO. 

The algorithm’s performance in classifying the dataset can be determined by comparing the accuracy results 

of the Random Forest algorithm before and after combining it with SMOTE and PSO. 

 

The implementation of SMOTE is carried out to address the issue of data imbalance in the Heart Failure 

Clinical Records Dataset by oversampling, which creates synthetic data based on the KNN values of the 

minority class. The minority class in this dataset is labeled ‘1’ or ‘dead’ and it consists of 96 data. 

Meanwhile, the majority class labeled ‘0’ or ‘survived’ has 203 data. To achieve class balance, data 

balancing between the classes is necessary, and this is achieved through oversampling using SMOTE. The 

application of SMOTE results in the generation of 107 synthetic data for the minority class. As a result, the 

SMOTE process produces a balanced dataset with a total of 406 data, evenly divided into 203 data for the 

minority class ‘1’ and 203 data for the majority class ‘0’. 

 

The feature selection method employed is the PSO method, which can select the best features from the 

dataset. The feature selection process is based on the highest fitness values generated by PSO, considering 

the best experiences of each particle and the swarm. The Heart Failure Clinical Records Dataset initially 

consisted of 12 attributes, and after feature selection with PSO, 10 selected attributes remained. These 

selected attributes include age, anemia, creatine phosphokinase, ejection fraction, high blood pressure, 

platelets, serum creatinine, sex, smoking, and time. The selected attributes are then used for the 

classification process to optimize the performance of the Random Forest algorithm. 

 

This research records the accuracy results of each data mining process, including the Random Forest 

classification process, the Random Forest and SMOTE process, and the Random Forest with SMOTE and 

PSO process. The accuracy results are displayed in Table 7. 

 

Table 7. Accuracy Results for Each Method 
Method  Accuracy 

Random Forest 88,33% 

Random Forest + SMOTE 92,68% 

Random Forest + SMOTE + PSO 93,9% 

 

Based on Table 7, it can be observed that there is an increase in accuracy for each method used. In the 

Random Forest classification process without using SMOTE and PSO, an accuracy of 88.33% is achieved. 

On the other hand, the application of SMOTE in the Random Forest classification process results in an 

accuracy of 92.68%. There is an improvement of 4.35% in accuracy due to the impact of data balancing. 

These accuracy results demonstrate that the combination of the Random Forest algorithm and SMOTE is 

capable of classifying the Heart Failure Clinical Records Dataset effectively and can enhance accuracy 

outcomes. 

 

Meanwhile, in the proposed method, which involves the application of SMOTE and PSO in the Random 

Forest classification process, the highest accuracy of 93.9% is achieved. This result indicates a 5.57% 

improvement in accuracy compared to the application of the Random Forest algorithm without SMOTE 

and PSO. The increase in accuracy is attributed to the influence of data balancing and the attributes used in 

the classification process. SMOTE effectively balances the data with its oversampling technique, and PSO 

selects the best feature set based on the best experiences of its particles and the swarm. The accuracy 

comparison in this research is also conducted to demonstrate that the method applied in this study has 

advantages over previous research methods. Researchers compare the accuracy results obtained in this 

study with those of other studies based on the use of the same method or same dataset. The comparative 

results can be seen in Table 8. 

 

Table 8. Comparison of Previous Research Accuracy 
Method Dataset Accuracy 

Random Forest + SMOTE [16] Heart Failure Clinical Records  90% 
Naive Bayes + PSO [25] Heart Failure Clinical Records  92,67% 

Random Forest + Chi Square [26] Heart Disease Statlog  83,70% 

Random Forest + SMOTE + PSO Heart Failure Clinical Records  93,9% 
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Based on the accuracy comparison with previous research, it can be observed that the accuracy achieved in 

this study is superior to previous research methods. The key differentiator between this research and 

previous studies is the implementation of the SMOTE and PSO methods in the Random Forest classification 

process on the Heart Failure Clinical Records Dataset. 

 

CONCLUSION 

The application of SMOTE to address the issue of data imbalance with the oversampling of the Heart 

Failure Clinical Records Dataset resulted in the addition of 107 data, balancing the data in both classes. The 

initial data consisted of 299 data, of which 96 were labeled ‘1’ and 203 were labeled ‘0’. After SMOTE, 

the dataset contained a total of 406 data, achieving class balance. Subsequently, PSO was applied to dataset 

to select the most relevant features. The dataset contained 12 features before feature selection, and after the 

application of PSO, only 10 features remained. After the processes of SMOTE and PSO, the data was split 

into training and testing sets with an 80% and 20% ratio for implementation in the Random Forest 

classification algorithm. The selection of relevant features enhanced the performance of the Random Forest 

classification algorithm, making it more optimal. 

 

The evaluation results using a confusion matrix, which includes the accuracy obtained from the Random 

Forest classification algorithm, yielded an accuracy of 88.33%. Subsequently, the application of the 

SMOTE and PSO methods to the Random Forest algorithm resulted in an accuracy of 93.9%. From this 

explanation, it can be concluded that the combination of applying SMOTE and PSO to the Random Forest 

classification algorithm successfully improved the accuracy by 5.57% in predicting the survival of heart 

failure patients. The implementation of SMOTE as a data balancing method and the selection of relevant 

features using PSO enhanced the performance of the Random Forest classification algorithm, leading to 

better accuracy. 
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